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Abstract

This paper provides the documentation for a Quarterly Projection Model (QPM) used in regular forecasting exercises in the Croatian National Bank. The proposed model is a reduced-form representation of an Open Economy New Keynesian general equilibrium model, expanded with some ad hoc features in order to capture empirical evidence about the Croatian economy. Special attention is paid to open economy features of the model, financial stability issues related to the high degree of credit euroization and monetary policy modeling. The main contribution to the existing literature is the monetary policy rule, which is represented by an exchange rate reaction function with a slow-moving exchange rate target. The simulation and forecasting exercises conducted in this paper show that the model is able to produce precise forecasts of the main macroeconomic variables and to explain important relationships and the transmission mechanisms of the Croatian economy.
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1 Introduction

During the last decade, most central banks have developed so-called quarterly projection models (QPM) used for policy analysis and the forecasting of the main macroeconomic variables. Most of these models are best described as reduced form representations of structural New Keynesian general equilibrium models expanded with some ad hoc features. Although they lack explicit micro foundations and, thus, the strict theoretical coherence of DSGE models, they are far more flexible from the modeling point of view and usually more successful in capturing and replicating the main characteristics of the modeled economy. The core structure of these QPMs is usually based on four standard behavioral equations: Phillips curve, IS curve, UIP relation and the monetary policy rule. Nevertheless, they can be extended to account for fiscal policy issues, real-financial linkages or labor market variables among other things. All real variables in this type of models are expressed as deviations from their long-run trends, therefore the term gap models is commonly used.¹

In this paper we present a medium-scale gap model for the Croatian economy that contains most of the necessary features needed to describe the dynamics of a small open and euroized economy with an unconventional monetary policy rule. Whereas the core equations closely follow the basic structure of open economy New-Keynesian models, we have modified and added some equations in order to capture stylized facts and empirical evidence about the Croatian economy.² Given the nonstandard nature of Croatian National Bank (CNB) monetary policy, particular attention was paid to the specification of the monetary rule. Instead of a standard interest rate Taylor rule, we specify monetary policy through an exchange rate rule and instead of explicitly targeting inflation, the monetary authority in our model sets a moving nominal exchange rate target.³ Consequently, the main policy instrument is not the interest rate but the nominal euro vis-a-vis Croatian kuna exchange rate.⁴ Therefore, the monetary policymaker reacts to deviations of the nominal exchange rate from its targeted level, and the exchange rate is therefore kept smooth, as is observed in the data. It is important to note that the target level is allowed to drift, which means that it is not fixed at some predefined level. Moreover, not only exchange rate deviations, but also deviations of inflation from its implicit target enter into the reaction function. The described definition of the reaction function is a consequence of the CNB’s policy and its main objective (maintaining price stability). In order to achieve its final objective, the monetary policy maker sets an intermediate target (intermediate objective) which is managing the nominal exchange rate against the euro. By

¹ For a short introduction about this type of gap model see Berg et al (2006).
⁴ The CNB is using additional instruments as for instance open market operations, reserve requirement ratios and others. We will refrain from using these policy instruments in this paper since it is not possible to implement them all in a single model.
managing this exchange rate the CNB anchors inflation expectations. Such a monetary policy framework is a consequence of the high share of loans and deposits denominated in euro. Due to the mentioned deposit and credit euroization the Croatian economy is vulnerable to exchange rate shocks through the so-called balance sheet effect, which presents the main constraint for the monetary policymaker. Managing the exchange rate is, thus, crucial to achieve both financial and price stability. A policy rule that takes the mentioned constraints into account is presented in this paper. This policy rule is the main contribution to the existing literature of applied macroeconomic models for small open and euroized economies.

The main application of the model presented in this paper is the production of medium-term forecasts of the main macroeconomic variables with a consistent and clear story; to our knowledge this is the first such attempt for the Croatian economy. The only structural model describing the Croatian economy developed so far is the DSGE model in Bokan et al (2009). However, forecasting is not the main application of the mentioned model, which is, rather, a tool for policy analysis.

Our flexible modeling framework allows us to use two different forecasting approaches. The first is an almost purely model-based forecast (Baseline forecast), where only foreign variables are taken as exogenous. On the other hand, it is often desirable to condition the model forecasts on assumptions about a given path for some endogenous domestic variables. We will refer to this forecasting approach as Conditional forecasting. One can for example assume a given path for the nominal exchange rate for the entire forecasting horizon and produce forecasts for other variables consistent with such a path. Another useful feature is that one can condition on the path of some variables only for a short horizon, while letting the model predict the medium run. Such conditional forecasts are commonly used in policy institutions if expert judgment forecasts are available in the short run or if satellite nowcasting models can be used. In general, one can use any set of variables at any desirable horizon to condition on. However, when producing conditional forecasts, we do not have to take the conditioning variables always as completely exogenous (hard conditioning). A more appropriate way is to impose measurement errors for each of the conditioning variables (soft conditioning). By calibrating variances of these measurement errors we can impose our belief about the credibility of the mentioned exogenous forecasts.

In addition to forecasting, this model can be used as a tool for understanding the main relationships and channels of the Croatian economy. Employment of it allows a deeper insight into the implications of monetary and fiscal policy actions as well as about financial stability issues specific to the Croatian economy. It is important to formalize the policy making process within a consistent and systematic framework. However, as already mentioned the QPM described in this paper has some ad hoc relationships with shocks that are not completely structural and it is therefore not as theoretically consistent as a DSGE model. Consequently, these limitations must be borne in mind during an analysis of impulse response functions.

The model is explained in the next section, where first some of the key model features are introduced and afterwards a detailed explanation of most model equations is given. The baseline calibration is shown in section 3, the forecasting procedure is explained in section 4, while some of the basic model properties are analyzed in section 5. Finally, section 6 concludes.
2 The model

2.1 Main features of the model and some empirical facts about the nominal exchange rate

As already pointed out, the model described in this paper could be classified as a semi-structural gap model that includes some well-known mainstream macroeconomic equations, but also ad-hoc relationships that capture empirical evidence about the Croatian economy. Before we move on to an explanation of each equation, in the figure below a graphic representation of the core relationships of the model is shown.

Since we are modeling a small open economy, an important emphasis throughout the entire model is on the transmission of foreign to domestic variables. The importance of foreign GDP and inflation for explaining domestic GDP and inflation is stressed, among others, in Krznar and Kunovac (2010), Jovančević et al (2012), Ravnik (2014), Petrevski et al (2015) as well as in Jovičić and Kunovac (2017). In line with the results obtained in these papers, we added a foreign sector and foreign-domestic linkages to the standard model blocks: aggregate demand, aggregate supply and monetary policy. As already mentioned, the monetary policy instrument in this model is the exchange rate, but we added additional financial variables to the monetary sector, specifically: spreads, risk premium, non-performing loans, as well as two different interest rates. The foreign (euro area) sector consists of foreign demand, foreign interest rate, inflation, and crude oil prices. It is important to note that the foreign sector itself is not explicitly modeled, which means that there is no interaction within the block of foreign variables. The emphasis is rather on the transmission of foreign to domestic variables which are crucial for conducting forecasting exercises. Foreign demand is transmitted to domestic variables via exports of goods and services, while foreign interest rates are transmitted via an uncovered interest parity condition. Domestic inflation is affected by world oil prices and European inflation through an open economy Phillips curve. The monetary authority can partially influence the magnitude of this pass-through from European to domestic prices by controlling the euro to kuna nominal exchange rate. However, the CNB cannot set some exactly specified value for the nominal exchange rate, because it is determined in the free market. The CNB can rather set some moving exchange rate target and by foreign exchange market interventions and other policy instruments smooth the exchange rate to closely follow this target. As already said in the introduction, the central bank will react to deviations from this target, while at the same time keeping inflation stable. By managing the exchange rate the central bank anchors exchange rate expectations and consequently inflation expectations. However, in the real world, the CNB can influence interest rates using additional instruments like open market operations, reserve requirements and others. We will refrain from using the mentioned policy instruments in this paper since it is not possible to implement all these instruments in a single model.

The key constraint for the monetary policy maker is the high degree of credit and deposit euroization. The mentioned euroization can affect financial stability and consequently the entire economy through the so-called balance sheet effect. More precisely, the stock of existing debt denominated in foreign currency will increase if the nominal exchange rate severely depreciates. As a consequence, the share of non-performing-loans will increase due to the default of some borrowers that are not able to repay their debts. These defaults will have negative effects on consumption and investments. Moreover, such an increase in non-performing-loans will put an upward pressure on interest rates due to soaring risk premium, which additionally decreases aggregate consumption and investment. In the described environment it becomes important to keep the nominal exchange rate as smooth as possible in order to maintain financial and macroeconomic stability.

As one can clearly see on Figure 2, the pattern of the exchange rate was indeed very smooth during the

---

6 When referring to nominal exchange rate we mean the euro vis-a-vis Croatian kuna exchange rate. This is due to the fact that majority of Croatia’s trading partners are eurozone members and hence the euro/kuna exchange rate has the greatest weight in the effective exchange rate. Additionally, the majority of deposits and loans are denominated in euros.

7 An overview of the policy instruments used in practice is given in Ľubaj (2012).

8 An empirical investigation on the effect of exchange rate depreciation on the stability of Croatian non-financial companies is made in Tkalec and Verbič (2013). In this paper strong negative balance sheet effects are found, while on the other hand positive competitiveness effects are very weak.
last fifteen years. In comparison to exchange rates for other non-euro area post-transitional economies, the Croatian kuna exchange rate looks virtually flat, without a clear downward or upward trend and with negligible variation. One possible explanation for such a low variation is the CNB monetary policy described earlier. This argument is additionally depicted in Figure 3 where the relation between the exchange rate and foreign exchange market interventions is given, which is one of the many monetary policy instruments of the CNB. During times of large capital inflows and appreciation pressure (until 2008 and since 2016Q1) the monetary authority was predominantly buying euro, while during the recession period, the monetary authority intervened mostly by selling euro, due to depreciation pressures.\footnote{An exhaustive analysis and empirical estimation of the reaction function of the CNB is given in Lang (2012). One of the main conclusions of the mentioned paper is that the CNB indeed buys euro during low exchange rate levels and sells euro in times of high exchange rate levels. In this case high and low levels are defined as positive or negative deviations from some long-run trend. Additionally, it is shown that also short-run movements matter, due to the fact that the CNB also intervenes during times of strong appreciation/depreciation.} This policy was very successful in terms of keeping the exchange rate smooth, as is shown in Figure 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Structure of the QPM}
\end{figure}
Figure 2: Nominal exchange rates of national currencies vis-a-vis euro for selected post-transitional non-EA economies (demeaned)

Source: Eurostat.
2.2 Model equations

This subsection gives an in-depth explanation of the key equations of this QPM. All other equations are listed in the appendix. As in Figure 1, equations are divided into four broad blocks: aggregate demand, aggregate supply, fiscal sector as well as monetary and financial sectors.

2.2.1 Aggregate demand

As already stated in the introduction, the model described in this paper is classified as a gap model. Therefore all real variables are expressed as gaps or deviations from their respective long-run trends. The emphasis is on these gaps or cyclical fluctuations, rather than on the long-run trends which are in most cases modeled as simple autoregressive processes. The majority of behavioral equations will, thus, involve gaps of real variables. It is important to note that all gaps are closing (converging to zero) over a typical medium- to long-term forecast horizon.

Throughout the paper, uppercase letters represent the log-levels of each variable, uppercase letters with an over score represent the long-run trends of the log-level, while lowercase letters represent gaps, expressed as log-deviations from the trend. For example, output (GDP) gap is simply defined by the following identity:

\[
y_t = Y_t - \bar{Y}_t
\]  
\(1\)

Definitions of quarterly (annualized), \(\Delta Y\), and year-on-year, \(\Delta^4 Y\), growth rates are given by:

\[
\Delta Y_t = 4(Y_t - Y_{t-4})
\]  
\(2\)

\[
\Delta^4 Y_t = \frac{1}{4}(\Delta Y_t + \Delta Y_{t-1} + \Delta Y_{t-2} + \Delta Y_{t-3}) = Y_t - Y_{t-4}
\]  
\(3\)

For other real variables equivalent notation and definition of trends and growth rates are used.

Aggregate demand gap, \(\text{adt}\), can be decomposed into domestic demand gap, \(\text{dd}\), and export demand gap, \(\text{xt}\):

\[
\text{adt} = \text{dd} + \text{xt}
\]  
\(4\)

\(10\) As in Bokan and Ravnik (2011), potential output can be described as the level of output that can be sustained in the long run without creating either upward or downward pressures on inflation.

\(11\) All stochastic shocks are represented by \(\varepsilon_i\), where \(i\) stands for the left-hand-side variable of the respective equation.
Output gap, $y_t$, is defined as the difference between the aggregate demand gap, $ad_t$, and imports gap, $m_t$:

$$ad_t = \alpha_{ad} m_t + \alpha_{ad} y_t + \varepsilon_t$$  \hspace{1cm} (5)

After having described national account identities and definition of variables, we will give a more detailed explanation of the main behavioral equations in the aggregate demand block. These equations are reduced form representations of equations from standard open economy New Keynesian models. As is usual in macroeconomic models, we will start our model description with the Dynamic IS curve:

$$dd_t = \alpha_{dd} E(dd_{t+1}) + (1 - \alpha_{dd}) dd_{t-1} - \alpha_{rb} rb_t + \alpha_{dd} FIt + \varepsilon_{ds}$$  \hspace{1cm} (6)

Variable $E(dd_{t+1})$ represents the one period ahead expectation for the domestic demand gap, while $dd_{t-1}$ is one period lagged domestic demand gap, $rb_t$ is the real interest rate gap (interest rate on short-term bank loans), and $FIt$ represents a fiscal impulse (positive fiscal impulses represent expansionary fiscal policy). Equation 6 clearly shows that both; monetary and fiscal policy may influence domestic demand in the short run. In other words, only the gap of domestic demand is affected by $rb_t$ and $FIt$, while the long-term trends of most real variables follow simple autoregressive processes and are thus not affected by monetary and fiscal policy actions. It is clear that the domestic demand gap converges to zero in long term forecasts in the absence of fiscal and monetary policy shocks. However, the adjustment to fiscal policy shocks might take several years if there are large fiscal imbalances. This happens because both fiscal impulses and also the interest rate gap are affected by fiscal variables through the risk premium, which will be explained in more detail in subsubsection 2.2.3.

The negative sign in front of the real interest rate gap in equation 6 is in line with standard macroeconomic theory, where households intertemporarly adjust their spending according to interest rate movements. If, for instance, the interest rate gap opens upwards (becomes more positive), households will decrease their consumption (domestic demand gap will decrease) today and postpone spending for future periods. At this point it is important to emphasize that one should not interpret $rb_t$ as a simple measure of monetary policy stance, due to the exchange rate as the monetary policy instrument in this model, as well as due to the aforementioned effect of fiscal variables on interest rates. However, there is still a possibility for the central bank to indirectly affect interest rates by changing the nominal exchange rates which enters the interest rate parity condition. According to everything said, the real interest rate gap is only a partial representation of monetary policy actions.

The fiscal impulse is also an important link between a policy maker’s action and real economic activity in the short run. Fiscal shocks influence domestic demand in a manner similar to that with the real interest rate gap: if there is a negative fiscal impulse (a fiscal consolidation i.e. a decrease of the structural deficit) the domestic demand gap reduces. In contrast to interest rates and monetary policy, the fiscal impulse is completely under the fiscal policy maker’s control in the short run. It can, therefore, be interpreted as an indicator of fiscal policy stance. However, as with monetary policy, the fiscal authority has no power over real economic activity in the long run. In other words, the long-run trend of domestic demand is unaffected by fiscal actions. Furthermore, this model explicitly accounts for public debt, which additionally affects the policymaker’s decisions and therefore stabilizes the economy by not allowing an explosion of the public debt. However, as mentioned earlier there are some second-round effects of fiscal policy actions on the risk premium and consequently on real interest rates. These effects can last over an extended period, but they will also eventually die out.

The remaining two elements of the DIS curve, are expected, $E(dd_{t+1})$ and lagged domestic demand gap, $dd_{t-1}$. Similarly to Pongsaparn (2007) and Benes et al (2008) we allow for some degree of habit persistence and include an additional backward looking term, $dd_{t-1}$, in the DIS curve. The forward-looking element is modeled as a weighted average of a rational expectation (model-consistent expectation) part and an adaptive (backward looking) expectation part:

$$E(dd_{t+1}) = \alpha_{dd} dd_{t+1} + (1 - \alpha_{dd}) dd_{t-1}$$  \hspace{1cm} (7)
Expected values for most other variables are defined in a similar manner.

Being more precise about the interpretation of the IS curve, equation 6 represents only the closed-economy part of the IS curve, while we need to define an export function in order to completely define aggregate demand and the open economy IS curve. Export gap, or gap of foreign demand for Croatian goods and services depends on foreign (euro area) output gap, \( y_{EA}' \) and the real exchange rate gap, \( z \):

\[
x_t = y_{EA}' + \alpha_x z_t + \varepsilon_x
\]

The real exchange rate in this paper is expressed as nominal exchange rate multiplied by foreign to domestic price ratio, expressed in logarithms:

\[
Z_t = S_t + P_{EA} - P_t
\]

The import gap is described by the following equation:

\[
m_t = y_t - \alpha_m (rm_{ct} - rm_{cy_t}) + \varepsilon_m
\]

Where \( rm_{cm} \) represents importer’s real marginal cost and \( rm_{cy} \), domestic producer’s real marginal cost. Although both marginal costs are simply defined by two identities: \( rm_{cm} = \tilde{z} \) and, we use the term marginal costs and the variables \( rm_{cm} \) and \( rm_{cy} \), because they indeed mimic marginal costs in this particular case.\(^{12}\) For example, if real marginal cost for importers is above the real marginal cost for domestic producers, the imports gap will decrease. The opposite is also true: if it is more expensive to produce at home than import products from abroad then the imports gap will increase. Consequently, equations 8 and 10 form import-export relations with the standard reaction to real exchange rate movements: higher real exchange rate gaps are related to higher export gaps and lower import gaps and vice versa, where the net effect will depend on the particular calibration and other mechanisms in the model. The demand effect is also standard: higher domestic demand leads to an increase of imports, while higher foreign demand increases exports. At this point it is once again important to emphasize that this mechanism applies for the short run only, due to the independent movements of the long-run trends of these variables. Using this short- vs. long-run distinction, the model is able to explain an interesting fact about the convergence process during the pre-crisis period; real exchange rate appreciation together with a steep upward trend in exports.

### 2.2.2 Aggregate supply and price setting

Inflation in our QPM is represented by annualized changes of the overall consumer price index. As already mentioned, inflation is modeled by an open economy version of the New Keynesian Phillips curve:\(^{13}\)

\[
\pi_t = (1 - \theta_{\pi} - \theta_{oil}) E(\pi_{t+1}) + \theta_{\pi} \pi_{t-1} + \theta_{oil} \Delta oil_t + \theta_{rmc} rmc_t + \varepsilon_{\pi_t}
\]

The variable \( E(\pi_{t+1}) \) represents one quarter ahead expected inflation, \( \pi_{t-1} \) one quarter lagged inflation, \( \Delta oil_t \), change of imported oil prices and \( rmc \) represents the overall real marginal cost. For a complete understanding of the price setting behavior in this model, we have to define \( rmc \).

\[
Q_{OIL} = OIL_t - P_{\pi}^{EA}
\]

\[
rmc_t = \theta_{rmc} rm_{cy_t} + (\theta_{rmc} - \theta_{rmc}) rm_{cm_t} + \theta_{rmc-oil} oil_t
\]

\(^{12}\) The variable \( \tilde{z} \) presents the real exchange rate gap, with smoothed European prices.

\(^{13}\) Krznar (2011) estimates a New Keynesian Phillips curve for the Croatian economy which is similar to the one used in this paper.
where overall marginal cost is a weighted average of the domestic producer’s real marginal cost, importer’s real marginal cost and real oil prices gap.

The first element on the right-hand side of the Phillips curve represents one-quarter-ahead expectation of CPI inflation. Due to the importance of price stickiness an additional element of lagged inflation is included in the Phillips curve.\(^1\) Real activity i.e. output gap enters the Phillips curve via overall real marginal cost. It is almost needless to emphasize that both parameters, \(\theta_{mcy}\) and \(\theta_{mcw}\), are positive, due to the positive reaction of inflation to excessive demand. The remaining terms of the Philips curve (\(\Delta oilm, rmcm\), and \(qoil\)) are foreign factors that determine domestic prices. We included these terms due to the empirical fact that Croatian prices are largely influenced by foreign ones (Krznar and Kunovac, 2010). Crude oil prices in this model may be interpreted as a proxy for all other energy prices, especially gas prices that are highly correlated with oil prices. Moreover, since the oil prices enter the model in euro, changes in the euro to US dollar exchange rate can also affect domestic inflation. The importance of the mentioned US dollar exchange rate for inflation in Croatia and other Central and East European countries is empirically confirmed in Jankov et al (2008).

### 2.2.3 Monetary policy, exchange rate and financial sector

#### Financial sector and interest rates

In contrast to standard monetary models where the UIP condition determines the exchange rate and a reaction function defines interest rate dynamics, for our QPM the opposite is true so that the monetary authority has only limited control over interest rates. Hence, the **UIP relation** captures the nominal short-term interest rate (short-term Treasury bill rate in this case) dynamics.

\[
NIL_t = \phi_{\delta N} N_{t-1} + (1 - \phi_{\delta N})(I_t^{mcy} + (E(S_{t-1}) - S_t) + PREM_t) + \varepsilon_{NL}
\]  

The second term on the right-hand side of equation 14 suggests that the domestic short-term interest rate equals the foreign short-term interest rate (3 month Euribor) plus expected nominal depreciation plus some unobserved risk premium \((E(S_{t-1}) - S_t) + I_t^{mcy} + PREM_t\). Additionally, to allow for persistence in interest rate dynamics one quarter lagged interest rate, \(N_{t-1}\), is included in this equation. This lag is similar to the so-called smoothing term included in most Taylor rules in applied structural models. According to the UIP relation, international investors will equalize expected returns on investments in euro area assets and expected returns on Croatian assets adjusted for expected depreciation and a country specific risk premium. Consequently, an expected depreciation of the kuna will lead to higher domestic interest rates. Equivalently, if the risk premium is positive, investors will demand higher interest rates for Croatian assets, relative to interest rates on European equivalents. It is important to note that the risk premium is an unobserved variable in our model which can, in the same way as other variables, be decomposed to its trend \(PREM_{t}^T\), and gap, \(prem\). The trend is a simple AR process with a constant steady state level, \(PREM_{t}^T\), while the risk premium gap is defined by the following equation:

\[
prem_t = \phi_{prem} \left( \frac{DEF_t^{S} + DEF_t^{S} + DEF_t^{S} + DEF_t^{S}}{4} - DEF_{t}^{S} \right) + \phi_{prem} prem_{t-1} + \varepsilon_{prem}
\]

where \(DEF_t^{S}\) stands for structural deficit and \(DEF_{t}^{S}\) its steady-state value or sustainable deficit level. This equation indicates that deficits above their sustainable level are leading to higher risk premium levels, while relatively small deficits or surpluses are causing low risk premium levels. We used structural deficit over a period of one year in order to smooth the short-run quarterly deficit dynamics. The equation above shows how fiscal variables can affect the risk premium and consequently interest rates, as mentioned earlier. The equation suggests that the risk premium gap will not close as fast as other gaps if we, for example, exogenously impose into our forecasting exercise that structural deficit is above its steady state level during several years of the forecast horizon.

\(^1\) A detailed analysis of price stickiness, based on a firm survey, is given in Kunovac and Pufnik (2013).
The trend real UIP relation defines the trend of real short term interest rates,$^{15}$ $\overline{R_t}$ as the sum of the foreign steady state real interest rate, trend of the expected real depreciation and risk premium trend:

$$\overline{R_t} = R^*_{it} + \Delta E(Z_{it}) + \overline{PREM},$$

(16)

As equation 16 clearly suggests, real domestic interest rates are not only in the short-run, but also in the long run determined by foreign interest rates.

The treasury bill rate, $N_{it}$, described earlier, is an important building block of our model because it captures the borrowing cost of the government which will at least partially be reflected in the borrowing cost of the entire economy. However, this interest rate cannot be used as the rate that influences domestic demand directly due to the fact that the business and household sectors typically pay higher interest on their debt than the government. In order to take this risk into account, we introduced an additional interest rate that better explains domestic demand movements. For this purpose short-term interest rate on bank loans (client’s rate), $NB_t$, is used and it is related to the treasury rate by the following equation:

$$NB_t = (1 - \phi_{NS})NB_{t-1} + \phi_{NS}(N_t + SPREAD) + \varepsilon_{NB}$$

(17)

This simple relation states that the bank loan interest rate, $NB_t$, is determined by the treasury bill rate plus some unobserved difference, $SPREAD$. As in some other variables in our model, the bank loan rate has also a backward looking part capturing persistence in interest rate dynamics. The long-run component of spread, $SPREAD_t$, is defined as the difference between the trends of the two domestic interest rates, while the short-run component (gap) of the spread is modeled by the following equation

$$spread = \phi_{SP}spread_{t-1} + \phi_{SP}(NPL_t - NPL_{t-1}) + \phi_{SP}(\Delta npl) + \varepsilon_{SP}$$

(18)

where the autoregressive process is augmented with the change in non-performing loans (NPLs), $\Delta npl$, and their deviation from steady state, $NPL_{t-1}$. The positive parameter related to $\Delta npl$ indicates rising borrowing costs when the share of NPLs increases. This equation captures the effect of private sector default risk on the interest rate spread and consequently on bank lending rates entering the IS curve.

NPLs evolve according to the following equation.

$$NPL_t = NPL_{t-1} - \phi_{NPL}(\Delta Y_{t-1} - \Delta Y_{t}) - \phi_{NPL}(\Delta npl) + \phi_{NPL}(Y_{t-1} - y_{t-1}) + \phi_{NPL}(\Delta npl) + \phi_{NPL}(nplt - NPL_{t-1}) + \varepsilon_{NPL}$$

(19)

Note that not only short-term $(y_{t-1} - y_{t-1})$, but also long-term dynamics in output $(\Delta Y_{t-1} - \Delta Y_{t})$ negatively affect NPLs. Hence we assume that a slowdown in potential output may have adverse effects on NPLs. Real interest rate changes enter the equation with a positive sign, with an obvious relationship between these two variables postulating higher default risk if interest rates are increasing. As already stated in the introduction, the aim of this paper is to model the main relationships specific to the Croatian economy, one of which is the high degree of credit euroization. One particular mechanism of how the mentioned euroization can affect financial stability and consequently the entire economy is through the so-called balance sheet effect of exchange rate changes. The idea behind this relationship is that a significant nominal depreciation might cause an increase of the existing stock of debt, if a high percentage of loans is denominated in foreign currency (euros in this model). As a consequence of such depreciation, the share of NPLs will increase due to the default of some borrowers that cannot repay their debts. Precisely this mechanism is mimicked by the fourth term on the right-hand-side of equation 19.

$^{15}$ The trend real Treasury bill rate is defined as: $\overline{R} = \overline{N} - \overline{\pi}$ where $\overline{N}$ represents trend of the nominal rate while $\overline{\pi}$ represents the implicit inflation target which will be defined later in the paper.

$^{16}$ The variable npl is defined as the ratio of non-performing loans to total loans.
The real counterpart of $NB_t$ is denoted by $RB_t$ and defined as $RB_t = NB_t - E(\pi_{t+1})$. This variable is used to define the real interest rate gap, $rb$, which affects the aggregate demand gap through the dynamic IS curve as specified earlier (equation 6).

**Exchange rate and monetary policy**

After having listed all equations that are necessary for understanding of the interest rate dynamics in our model, we will move to the explanation of the exchange rate reaction function along with the corresponding inflation and exchange rate targets:

$$S_t^r = \phi_{sr} S_{star}^r + (1 - \phi_{sr}) \frac{S_{t-1} + S_{t-2} + S_{t-3} + S_{t-4}}{4}$$  \hspace{1cm} (20)

$$\Delta S_t^r = \phi_{sr} \Delta S_{t-1}^r + e_{t}^star$$  \hspace{1cm} (21)

$$\pi_t^r = \Delta S_t^r - \Delta Z + \pi_{2}^sr$$  \hspace{1cm} (22)

$$\widetilde{\pi_t^r} = E(\pi_{t+1}) - E(\pi_{t+1}^r)$$  \hspace{1cm} (23)

$$S_t - E(S_{t+1}) = -\phi_3 \widetilde{\pi_t^r} + (1 - \phi_3) [S_t^r - E(S_{t+1})] + e_s$$  \hspace{1cm} (24)

The exchange rate target, $S_t^r$, in equation 20 is partly determined by past movements of the exchange rate itself, as well as by some "steady state" variable, $S_{star}^r$. There are generally two possible definitions of the "steady-state" exchange rate level that are reflecting two different approaches to exchange rate policy. The first, and more restrictive, possibility would be to define a fixed steady-state value which means that the central bank explicitly targets a pre-specified level of the nominal exchange rate. The second, and more flexible, possibility is to define $S_{star}^r$ as a drifting variable which is depicted by equation 21. The choice between these two options is crucial because this variable determines the distance between the actual exchange rate and its target in each period, and therefore it directly affects other variables like the implicit inflation target, interest rates, the real exchange rate gap and indirectly all other variables in the system. We will choose the second approach because the Croatian National Bank (CNB) has never explicitly committed to any fixed exchange rate level. Its policy is rather smoothing exchange rate movements by not allowing strong positive or negative jumps, due to the possible balance sheet effect and due to the pass-through of foreign prices. It is well known that the CNB managed the nominal exchange rate around different levels during the last two decades, and there is no reason to assume that future exchange rate levels will be the same as those 10 years ago. Therefore, exchange rate forecasts produced by our model will not converge to some historical average that might not be relevant for the recent period. Moreover, our flexible modeling approach even offers the possibility of specifying a given future path of the exchange rate level which the central bank aims to target in the future. The steady state exchange rate represents the exchange rate level that the central bank considers to be sustainable in the long run, implicitly taking into account indicators such as net exports, sustainability of foreign debt, foreign reserves and other relevant variables. Hence, any change in $S_{star}^r$ has to be interpreted as a change in some of these underlying fundamentals. As one can see from the equations above, we are not explicitly defining the target using these fundamentals, but we may impose it implicitly in forecasting exercises.

On the other hand, the inflation target is not explicitly defined and announced, it is rather implicitly determined such that it is consistent with the exchange rate target (equation 22). More precisely, the inflation target is defined as the difference between the change of nominal exchange rate target and the change of trend real exchange rate depreciation plus foreign steady state inflation. This means that in the long-run, when $\Delta S_t^r$ equals zero (note that $S_t^r$ is defined in levels), the inflation target equals foreign steady-state inflation minus trend real depreciation. If there is neither real appreciation, nor depreciation in the long-run (which we can impose through the calibration of steady state values), the domestic inflation target and, consequently,
domestic inflation converges towards the EA inflation target (close but below 2 percent).

The last equation of the block (equation 24) above represents the exchange rate reaction function. According to this equation, the monetary authority tries to keep the expected exchange rate close to the smoothly moving target, but it will also react to inflation deviations from its implicit target. Both of these deviations are forward-looking variables. Thanks to such a specification the monetary authority in our model makes decisions about the policy instrument (nominal exchange rate) today by considering what is likely to happen in the future. This resembles the idea about the central bank stabilizing (anchoring) exchange rate expectations and consequently inflation expectations.

To provide an understanding of the monetary policy mechanism, let us first consider an illustrative example where $\phi_z = 0$ as an extreme case. It is easy to see that in the absence of shocks to this equation, the nominal exchange rate would always equal its targeted level which means that the central bank perfectly controls exchange rate expectations which represents a fixed exchange rate regime. Nonetheless, in practice we will use a parameter value such that $0 < \phi_z < 1$. For realistic calibrations in this range, the central bank manages the exchange rate by keeping it as close as possible to the targeted level, but allowing for some degree of variation, while at the same time taking into account inflation movements. Consider the example where expected inflation rises above its target: the central bank in this model will react by appreciating today’s nominal exchange rate, due to the negative sign in front of $\text{tar}^\%$. This appreciation will dampen the inflation pressure and move it towards its target level through two different channels. First, note that the exchange rate enters the open economy Phillips curve (equation 11) with a positive sign, which implies that the mentioned appreciation will put additional pressure on a decrease in inflation. Due to the assumed price stickiness, the process of returning expected inflation to target will take several quarters. Moreover, there is also an interest rate channel that is influenced by the mentioned exchange rate changes. As the inverse of the left-hand side of equation 24 enters the UIP relation (equation 14), nominal T-bill interest rates will increase, leading to an increase in nominal lending rates. The net effect on real lending rates is not a priori clear and it will depend on the calibration and other model mechanisms.

In order to give a further explanation of equation 24, consider the case where the economy is in steady state and a positive exchange rate shock $\varepsilon_x$ hits the system. This would increase (depreciate) the exchange rate today, but according to the mentioned equation an appreciation will follow immediately in the next period so that the exchange rate level stays close to its target. This mechanism ensures that the nominal exchange rate never drifts far away from the targeted level. The impulse response functions for this shock are shown in the appendix and will be explained in more detail in section 5.

2.2.4 Fiscal sector

The fiscal sector is the remaining building-block of this QPM. It is included in the latest version of our model due to the increasing importance of fiscal policy actions during the period of fiscal stress and the associated excessive deficit procedure (EDP).

The fiscal sector used here is a simplified version of the one described in OG research (2011). Our model captures both directions of real-fiscal interactions. The first direction is related to the question about how real economic activity affects fiscal variables. For this purpose we are explicitly modeling the cyclical component of the overall government deficit. Modeling the reverse direction means finding a way from discretionary fiscal policy actions to economic activity. This is done by equation 6, which describes how fiscal impulses affect domestic demand. Fiscal variables can additionally affect real variables through the risk premium and interest rates which are captured by equation 15.

In this paragraph fiscal variables are defined, while the structural equations are explained below. It is important to note that the two observed fiscal variables, general government debt and deficit, are expressed as shares in annual nominal GDP. Additionally, instead of the budget balance, we are using fiscal deficit, which means that we interpret positive numbers as deficits, and negative numbers as surpluses. The first equation shown below is a standard definition of cyclical deficit, $\text{DEF}^c$:

$$\text{DEF}^c = \delta_c y^m + \delta_c dd^m$$

(25)
The variables $y_t^n$ and $ddt^n$ represent annual output and domestic demand gaps.

The structural deficit, $DEF_t$, is defined by:

$$DEF_t = DEF_t^c + DEF_t^s - \delta_B \widehat{B}_t.$$  

(26)

Although usually the decomposition of deficit on cyclical and structural is made, we include an additional term: deviation of government debt from target $B_t^{nr}$. The general idea behind this definition is that the accumulation of past deficits, i.e. government debt also influences today’s deficit. It could be considered a measure of fiscal space for each period. Due to the minus sign in front of $B_t^{nr}$, the deficit will be reduced as the debt grows above some slowly-moving target level which represents a reduction of fiscal space. This mechanism stabilizes government debt growth around some target level in the long run and therefore the government debt cannot explode, although we later impose the assumption that the stabilization process is sluggish. According to everything mentioned, we may call the aforementioned equation a fiscal policy reaction function.

The dynamics of the debt target and structural deficit are described by simple AR processes.

$$B_t^{nr} = \delta_B \widehat{B}_{t-1}^{nr} + (1 - \delta_B)B_t^{nr} + \varepsilon_{B^{nr}}.$$  

(27)

$$DEF_t^s = \delta_{IS} DEF_{t-1}^s + (1 - \delta_{IS})DEF_{t-1}^{sw} + \varepsilon_{SERS}.$$  

(28)

The slow convergence of debt to its steady state value can be imposed into the model by calibrating the parameter $\delta_{B^{nr}}$ to be close to 1 (random walk). The key fiscal variable that directly enters the IS curve is the fiscal impulse, $FI_t$ and it is defined as a sum of two stochastic shocks: structural deficit shock, $\varepsilon_{SERS}$ and debt target shock $\varepsilon_{B^{nr}}$.

$$FI_t = \varepsilon_{SERS} + \delta_{IS} \varepsilon_{B^{nr}}.$$  

(29)

According to this definition, the fiscal impulse can be interpreted as a measure of discretionary fiscal policy changes.

The deviation of debt from target, $\widehat{B}_t$ is not just the difference between $B_t$ and $B_t^{nr}$ in period $t$, it rather includes an additional forward-looking term, $\widehat{B}_t$, which is a model-consistent expectation of the next period’s deviation.

$$\widehat{B}_t = \delta_{B^{nr}} (B_t - B_t^{nr}) + (1 - \delta_{B^{nr}})\widehat{B}_{t+1}.$$  

(30)

By recursively solving this equation forward it can be shown that the deviation of debt from target today includes all expected future deviations from target, with the highest weight on today’s target.

$$\widehat{B}_t = \delta_{B^{nr}} \sum_{i=0}^{\infty} \prod_{j=0}^{i} (1 - \delta_{B^{nr}})(B_{t+i} - B_{t+i}^{nr}).$$  

(31)

The remaining two equations of the fiscal block are standard debt and debt target accumulation equations or, alternatively, government budget constraints. These equations are linearized around their steady state values:

$$B_t = DEF_t + \left( \frac{1}{1 + \frac{\Delta NY_t}{100}} \right) - \left( \frac{B_{t-1}}{1 + \frac{\Delta NY_t}{100}} \right)(\Delta NY_t - \Delta NY_t^{m})$$  

(32)

$$B_t^{nr} = DEF_t^{nr} + \left( \frac{1}{1 + \frac{\Delta NY_t}{100}} \right) - \left( \frac{B_{t-1}^{nr}}{1 + \frac{\Delta NY_t}{100}} \right)(\Delta NY_t^{m} - \Delta NY_t^{n})$$  

(33)
3 Calibration

In this section we explain our choice of parameter values for the baseline calibration. The parameters in our model can be divided into two groups: i) exogenous steady-state values which determine trend variables and ii) parameters in behavioral equations related to the gaps influencing business cycle properties of the model. The baseline calibration for all parameters is given in the appendix, while below those most relevant are explained in more detail.

3.1 Calibration of steady-state values

As already said in the previous section, the growth rates of all variables in the model converge in the long-run to their respective steady-state values. Most of these steady-state growth rates are calibrated explicitly, while some of them are defined through basic identities. When calibrating these values we tried to capture some historical characteristics of each series (for example average growth rates), while at the same time being theoretically consistent. At this point it is important to note that Croatia is a post-transition country that went through significant changes in its economy and institutions, which is also reflected in trends of some of the analyzed variables. These changes introduce additional difficulties into the process of calibrating steady-state values. The calibration exercise is hence a balance between fitting past observations as well as possible but at the same time putting more emphasis on the recent period in order to perform well in forecasting exercises.

The steady-state value of real output growth is calibrated at 2.5%. The observed average growth rate of GDP is somewhat below this value, but this average is strongly influenced by a prolonged period of negative growth rates between 2008 and 2014. Since at least a part of this decline can be considered cyclical we choose this higher value given the recent above-average GDP growth.

It is assumed that import steady-state growth equals export steady-state growth which means that we do not allow trade deficits or surpluses in the long run. A growth rate of 4.5% is chosen for these two variables. It is easy to see that there is some inconsistency between the calibrated steady state growth rates of GDP on one side and exports and imports on the other side. Using such a calibration the ratio of imports and exports to GDP will grow without bounds in the very long-run. However, for our forecasting applications this is not an important issue since we are focusing on a forecast horizon of around 5 years and for this period we are still not expecting a slowdown in the trend growth rates of exports and imports with respect to the trend growth rate of GDP.

Due to the open economy nature of our model, some of the assumptions about foreign variables are directly transmitted into domestic ones. For example, the trends of domestic interest rates are directly influenced by foreign interest rates. As we explained in the model description, the nominal T-bill interest rate equals the European nominal risk-free interest rate plus expected depreciation plus a risk premium. In a steady state without nominal depreciation the T-bill interest rate will, thus, equal the European steady state interest rate plus the steady state risk premium. We set the European real interest rate at 0.5 (EA inflation steady state is 1.85) and hence the nominal one at 2.35 which is close to the historically observed average. The steady state risk premium is set at 0.75. Consequently, the steady state value for the nominal T-bill interest rate is 3.1. The spread steady state level is 4.5, which means that the bank lending rate equals 7.6 in steady state. These values are, like the previous ones, chosen according to the respective historical averages.

We assume zero real depreciation in the long run, even though negative growth rates (average real appreciation) for the real exchange rate is observed during a prolonged period between 2002 and 2010, due to continuously higher inflation rates in Croatia in comparison to the euro area. This phenomenon of an extended period of real appreciation is also present in other post-transitional countries especially in Central and Eastern Europe (Benes et al, 2008). Various possible explanations for such behavior can be found, including the well-known Balassa-Samuelson effect. However, it has been shown that this effect is not significant for Croatia (Funda et al, 2006) and moreover during the crisis period the real exchange rate depreciated due to a
combination of low domestic inflation and mild nominal depreciation. We will accordingly assume zero growth of the real exchange rate in the long run.

Steady state inflation is also determined through foreign steady state inflation which is set at 1.85% which is in line with the observed average inflation and at the same time this value reflects the ECB’s target of being below, but close to, 2%. Through the trend real UIP relation, the inflation target equals foreign steady-state inflation target minus trend real depreciation. As already mentioned in the previous section, due to zero real depreciation in the long run, the domestic inflation target, therefore, converges to the foreign inflation target. Consequently, domestic inflation will converge to 1.85% in the long run.

The steady state level of non-performing-loans is calibrated at 10% which approximately equals the observed sample average.

The calibration of steady state levels for fiscal values is influenced by our view about the long-term goals of the fiscal policy maker and the current institutional setting. For example, the Maastricht criteria are important factors. However, there is a tradeoff between matching this criteria and producing precise medium term forecasts. Due to the public debt accumulation dynamics observed during the last decade it is not realistic to assume that the debt level will return to levels close to 60% of GDP, at least not during a typical forecast horizon. Therefore we calibrated the steady state level of public debt at 70%. In order to converge to this level, we calibrated the steady state public deficit using the definition of deficit level that is sustainable in the long run, which amounts to 2.9% using the most recent data.

3.2 Calibration of business-cycle parameters

As in Berg et al (2006) the calibration of parameters that determine the short-run movements is based on three main criteria: i) economic theory, ii) stylized facts about the analyzed economy and iii) international experiences obtained from the related literature. The calibration of this set of parameters is an iterative procedure that takes all three criteria into account while at the same time keeping track of the meaningfulness of the estimated filtered series and the impulse response functions.

The Phillips curve, IS equation and policy rule represent the core of our model and the parameters of these equations are therefore crucial for the behavior of the forecasts produced by this model. Our aim was to find robust values for these parameters such that new versions of the model do not require significant changes to the calibration shown in the present paper.

For the dynamic IS curve we introduced some degree of habit persistence in order to produce relatively smooth values for domestic demand as observed in the data. We therefore put 0.7 weight on the backward looking part and 0.3 at the forward looking part. The values for the remaining two parameters $\alpha_{ae}$ and $\alpha_{af}$ are 0.13 and 0.5, respectively. The relatively low value for the parameter $\alpha_{ae}$ is a consequence of the empirical fact about the Croatian economy where real activity reacts rather mildly to interest rate changes.

For import and export gaps the demand effects dominate over price effects as shown in Bobić (2010). Due to this empirical evidence, the parameter in front of domestic and foreign output gap equals one, while the values for parameters $\alpha_c$ and $\alpha_m$ related to the real exchange rate gap are set below one (0.65 and 0.75 respectively).

The open economy Phillips curve is calibrated to match Croatian inflation data. We set $\theta_{oil}$ to 0.015, $\theta_{\pi}$ to 0.1 and $\theta_{mce}$ to 0.25. This calibration reflects low inflation persistence in comparison with the standard values chosen in the literature. This is not surprising due to the monetary policy regime, where the exchange rate is targeted and therefore, according to monetary theory, the inflation rate has a rather high variance in comparison to inflation targeting regimes. A value of 0.25 for $\theta_{mce}$ in combination with only 0.72 for $\theta_{mce}$ reflects a relatively flat Phillips curve for Croatia. The elasticity of inflation to oil price changes is captured by parameters $\theta_{oil}$ and $\theta_{meq} = 0.1$ which are estimated using a satellite regression.

We calibrated the parameters of the exchange rate reaction function in such a way that a larger weight is put on the exchange rate deviation and a smaller weight on the inflation deviation, and therefore parameter $\phi_z$ equals 0.2. As already shown in the previous section, the exchange rate target is a weighted combination
of past exchange rate levels and a slow-moving steady state level. In order to keep this target smooth enough we put more weight on its steady state level \( \phi_{\text{SS}} = 0.6 \). The growth rate of this steady state level follows a stationary autoregressive process with an AR coefficient, \( \phi_{\text{AR}} = 0.2 \). The aim of this low AR coefficient is to force the nominal exchange rate forecast to stabilize close to the observed end-of-sample level for the respective sample. Results obtained from forecasting exercises are supportive of this parameterization. It is, however, possible to impose specific assumptions about future dynamics of the exchange rate level or its target and therefore force the exchange rate to converge towards any desired level.

For the UIP and for equation 17 we calibrated parameters \( \phi_{\text{SS}} \) and \( \phi_{\text{AR}} \) at 0.5 and 0.35 respectively. This choice of parameters reflects the empirical fact that the T-bill is less persistent in than the bank lending interest rate. For the spread equation the following parameterization is used: \( \phi_{\text{SS}} = 0.6, \phi_{\text{AR}} = 0.075, \phi_{\text{SS2}} = 0.075 \) so that the same weight is put on the deviation of NPLs from steady state and the growth rate of NPLs. The same value for the AR coefficient for the risk premium is chosen and by using historical data on the government deficit we estimated the coefficient \( \phi_{\text{def}} \) to be 0.05. The equation for NPLs is also estimated and the following parameter values are obtained: \( \phi_{\text{SS}} = 0.15, \phi_{\text{AR}} = 0.25, \phi_{\text{SS2}} = 0.7, \phi_{\text{SS3}} = 0.2, \phi_{\text{SP}} = 0.04, \phi_{\text{SS2}} = 0.8 \). Hence, the exchange rate becomes an important driving force for the NPL dynamics in this economy.

As shown in equation 29 the fiscal impulse is not only a shock to the structural deficit equation; it is also extended by a deficit target shock. The weight on this second shock (parameter \( \delta_{\text{FII}} \)) is approximately 10% of the weight on the structural deficit shock. This parameterization is in line with OG Research (2011) where a similar fiscal impulse definition is used. For the debt deviation equation also, the parameterization is borrowed from OG Research (2011), with \( \delta_{\text{FII}} = 0.3 \). The automatic stabilizer effect (parameter \( \delta_{\text{CAT}} \)) in equation 26 is set at 0.05. This relatively small parameter value reflects the observed behavior of past governments where limited weight is put on the debt level when making decisions about the current budget. The elasticities of the government deficit with respect to output gap and domestic demand gap (\( \delta_{\text{FII}} = -0.49 \) and \( \delta_{\text{CAT}} = -0.43 \)) are estimated using the standard methodology with data on individual components of budget revenue and expenditure. In order to impose slow convergence of debt to its steady state value we calibrated the parameter \( \delta_{\text{AR}} \) to be very close to a random walk process, i.e. 0.995.

### 4 Forecasting

All model equations described above are written in state-space representation after which the Kalman filter is used to estimate the unobserved variables and shocks taking into account observed data. The block of domestic observables includes real and nominal GDP, real exports and imports of goods and services, CPI inflation, kuna to euro exchange rate, T-bill interest rate (up to 1 year maturity), bank lending interest rate (up to 1 year maturity), ratio of non-performing to total loans, general government overall deficit and debt, while the block of foreign variables includes European real GDP and output gap, 3 month Euribor, European HICP inflation, USD to euro exchange rate and Brent crude oil prices.

The resulting estimates of unobserved variables and shocks are used as initial conditions for the forecasting exercise. As already emphasized, the main application of the model is to produce medium-term forecasts within a consistent framework. We usually assume a 5-year forecasting horizon when referring to the medium-term. In this section two standard forecasting approaches are explained. The first one puts more weight on the information produced by the model itself and we will refer to it as Baseline forecast. This forecasting approach uses only a very limited set of judgmental inputs. The second, and from a practical point of view, more convenient approach conditions on assumptions about a given path of some variables and it is called Conditional forecast. Both forecasting approaches are used in practice when running the model for forecasting exercises.
4.1 Baseline forecast

Although the first forecasting approach is called Baseline it is by no means a pure model-based forecast. We will rather condition the model forecast on exogenous paths for a narrow set of variables. Conditioning variables are usually those that cannot be suitable forecasted by the model. The main reason for using exogenous forecasts for these variables is the small-open-economy setup of the present model. More precisely, in order to forecast domestic variables using this QPM, one needs forecasts of foreign variables. For this purpose forecasts from external sources are usually used, such as forecasts from other institutions, which are combined in a separate QPM for the EA economy. Due to this reason, our Baseline forecast will in practical applications condition on an exogenously given path of European output gap, inflation and interest rate as well as crude oil prices and USD/EUR exchange rate. All mentioned exogenous forecasts are included in the model for the entire forecasting horizon. Moreover, we usually augment the dataset with a nowcast of domestic GDP. Using such a nowcast can be useful due to the availability of high frequency data for the first quarter of the forecasting horizon and the superior performance of high-frequency nowcasting models in the very short run as described in Kunovac and Špalat (2014). Conditional on the mentioned exogenous forecasts and the estimated initial conditions, the model will produce forecasts for all other variables for the respective forecasting horizon.

4.2 Conditional forecast

The Conditional forecast takes a broader set of exogenous information into account when producing forecasts. In addition to the above mentioned set of foreign variables one can use additional exogenous forecasts for domestic variables obtained from satellite econometric models, other institutions or expert judgment forecasts. For this purpose not all exogenous information has to be treated completely as given (hard conditioning); we can additionally observe some of the exogenous forecasts with a measurement error (soft conditioning). The flexible modeling approach allows us to simultaneously use any combination of hard and soft conditioning for any desirable horizon. One example is to assume a given path for the nominal exchange rate (or nominal exchange rate target) for the entire forecasting horizon and produce forecasts for other variables consistent with such a path. This exogenous path of the exchange rate can be either perfectly observed or partially observed and it can be combined with assumed future paths for other variables.

In practice it is common to impose soft conditioning on domestic variables only for a short horizon, while letting the model predict the medium run. Such conditional forecasts are used if expert judgment forecasts or satellite model forecasts for some variables are available for the short run. By calibrating variances of the measurement errors of these conditioning variables we can impose our belief about the credibility of the mentioned exogenous forecasts. The common set of exogenously forecasted variables used when this model is applied to the Croatian National Bank forecasting exercises are: real GDP up to one year, nominal exchange rate (or its target) for a period of 1 to 3 years, governments deficit up to 2 or 3 years, inflation rate up to one year and if necessary real exports and imports up to one year. These exogenous forecasts are usually produced by experts. It is very likely that the mentioned expert forecasts can outperform any structural model in the very short run, and therefore they can serve as a good starting point for the model over the medium term. On the other hand, for medium term forecasting the underlying structural driving forces of the economy are becoming more important and hence the QPM has significant advantages over simple models or expert forecasts.

In addition to the mentioned conditional forecasts, one can also impose so-called add-factors for some particular observations of interest. These add-factors are residuals that can be added to a variable of interest for some particular period in the future. Suppose, for example that the government announces an increase in the VAT rate (which is not explicitly included in the model) in the first quarter of the forecasting horizon and that we have access to an estimation of the direct contribution of this change to the CPI inflation rate. In this case we could simply use this approximation in order to tune the Phillips curve and run the forecast. Such add-factors are not used in every forecasting round; they will only be used if information about future policy changes is available.
4.3 Using the QPM for forecasting exercises in the Croatian National Bank

For the use of our QPM in practical applications for forecasting exercises in the Croatian National Bank, we suggest the use of both Baseline and Conditional forecasts. Each of the mentioned forecasts has its usefulness depending on the stage of the forecasting exercise. In a very early stage of the exercise, the Baseline forecast, as described above, is run. In the next step, the resulting forecasts are used as an input into various satellite models and expert judgment forecasts. The obtained baseline forecast serves as a broad idea about the direction of some of the main macroeconomic variables in the short- and medium-term future. Any available information which the model is not able to capture can be added to this baseline forecast using the mentioned satellite and judgmental forecasts. In later stages of the forecasting exercise one can use this augmented information set in order to run the Conditional forecast as explained in the previous subsection. This first version of the Conditional forecast is used to detect inconsistencies between individual forecasts of variables produced by separate satellite models or experts. After discussing such inconsistencies, adjustments are made and the Conditional forecast is rerun. This iterative procedure may be repeated several rounds until agreement between all forecasting methods is reached.

5 Model properties

5.1 Impulse response functions

In this section impulse response functions for the most important endogenous variables are shown. The impulse response functions are given in the appendix in figures 4 to 10, where the periods represent quarters. All variables are at their respective steady state levels before the analyzed shocks hit the economy. We will focus only on the following set of exogenous shocks that are interesting for the Croatian economy: exchange rate shock, shock to the exchange rate target, risk premium shock, structural deficit shock, foreign interest rate shock, foreign inflation shock and foreign output gap shock. By analyzing responses to these shocks one can gain a deeper insight into the main relationships and channels that are specific to the Croatian economy and hence to this model. However, as already mentioned, the shocks are not completely structural which has to be kept in mind when interpreting the impulse response functions.

5.1.1 Exchange rate shock and shock to the exchange rate steady state

Although equation 24 presents the monetary reaction function, the shock to this equation, $\varepsilon_r$, is not a monetary policy shock. It can rather be considered a non-fundamental shock to the exchange rate level. However, the shock to the exchange rate steady state level, $\varepsilon^{\text{SS}}_r$, in equation 21 is closer to a monetary policy shock. The main difference regarding the impact on the exchange rate level is that the former has only a temporary effect, while the later has a permanent effect. Namely, a shock to the target means that the central bank decides to target a new exchange rate level, while the shock to the exchange rate equation will immediately be counteracted through the reaction function. As already said earlier the slowly moving steady state exchange rate represents the exchange rate level that the central bank considers to be sustainable in the long run, implicitly taking into account variables such as net exports, foreign debt, foreign reserves and other relevant indicators. Therefore a shock to the target represents a change in the policy maker’s view about the aforementioned level which may be interpreted as a policy shock.

Exchange rate shock

The resulting impulse response functions for the one percentage non-policy exchange rate shock in equation 24 is shown in figure 4 in the appendix. One can see that the nominal exchange rate depreciation on impact is followed by an immediate appreciation in the next quarter due to the reaction function of the central
bank. This appreciation in the first period after the shock is relatively strong, although not as strong as the initial depreciation. It will therefore take 5–6 more quarters to completely offset this initial depreciation. The response of the one-quarter-ahead exchange rate expectations goes in the same direction as the exchange rate itself, but with a significantly smaller variance. The exchange rate expectation response follows such a smooth pattern due to almost fully rational agents that trust the credible monetary policy of exchange rate smoothening. The exchange rate target response indeed follows a shape and magnitude similar to that of the expected exchange rate response.

This pattern is also transmitted to the implicit inflation target which peaks in the first quarter and reaches its trough four quarters after that. The CPI inflation reacts on impact by 0.18 percentage points, which corresponds to an impact pass-through of around 15%. The inflation response decreases thereafter and turns negative one year after the shock. This deflationary pressure is a direct consequence of the nominal FX appreciation which stabilizes the price level at its trend. At this point it is worth stressing that the policy of exchange rate level targeting has consequences to the price level similar to those of the policy of price level targeting. The price level (consumer price index) is therefore a trend stationary variable (the CPI slope is the implicit inflation target) where the price level always returns to its trend after temporary deviations. For strict inflation targeting regimes, on the other hand, inflation would return to its targeted inflation rate, which would lead to a permanent level shift in the CPI.

The combined effect of the inflation and exchange rate reactions becomes evident in the real exchange rate response depicted in the sixth panel of figure 4. As expected, the real exchange rate reaction is dominated by the nominal exchange rate reaction which is stronger than the inflation reaction, leading to a real depreciation. This depreciation of the real exchange rate gap affects the export gap positively and the import gap negatively, leading to positive net exports.

Nominal interest rates are also affected by changes in the actual and expected exchange rate level. More precisely, through the UIP condition, the expected appreciation caused by the monetary policy reaction explained above leads to a lower domestic nominal T-bill rate. On the other hand, the initial increase in the nominal exchange rate will cause an increase in the stock of non-performing-loans due to the balance-sheet-effect, which leads to a higher spread. This will put pressure in the opposite direction on the bank lending rates. The net effect in the short run is a modest decrease in the client interest rate (in real terms) followed by a prolonged period of slightly positive interest rate deviations.

The effect on real activity is shown in the upper right panel in figure 4. Notice that the response of the domestic demand gap is only marginally positive during the first year, after which it turns negative. The response remains negative during the entire horizon (10 years) with only sluggish convergence towards steady state. It will eventually reach the steady state after approximately 13 years (not shown). This slow convergence is a consequence of at least two channels. The first one is related to the mentioned increase in spread which increases nominal and real interest rates and therefore puts downward pressure on domestic demand through the IS curve. Moreover, the increase in public debt (lower right panel in figure 4) will eventually cause a fiscal consolidation in the medium term in order to return public debt to its targeted level. The mentioned consolidation is depicted by the negative structural deficits during the period from the third to the last year. Combining net exports response with the mentioned domestic demand response gives the reaction of the output gap depicted by the blue line in the upper right panel. The positive net export response causes a stronger positive response of the output gap compared to the response of the domestic demand gap during the first few quarters. After five quarters the response of the output gap becomes negative as well, although not as negative as the domestic demand gap.

**Shock to the exchange rate steady state**

As already argued above the shock to the exchange rate steady state, $e^{SStar}$ may be interpreted as a monetary policy shock in this model. The resulting impulse response functions to a positive (expansionary) monetary

---

18 This is in line with the macroeconomic theory, as for example in Gali (2008), where the optimal policy under a pegged (or managed) exchange rate regime causes trend stationary in the price level, or stationary for zero inflation steady state models.
policy shock are shown in figure 5 in the appendix. Below we emphasize the most striking differences between these responses and those to the non-policy exchange rate shock explained earlier.

First, the monetary policy shock has a long term impact on the level of the exchange rate target and consequently the level of the actual and expected exchange rate. Therefore, no significant deviations from the exchange rate target are observed. After the initial impact of around 0.7 p.p., all three mentioned variables converge to the new steady state level which is around 1.25 p.p. above the initial one. On the other hand, the exchange rate shock explained earlier has only short run effects on the exchange rate level due to the immediate reaction of the monetary policy maker.

Second, the impact on the inflation rate and inflation target is stronger than above. The inflation rate increases on impact by as much as 0.7 p.p. in comparison to 0.18 above. Furthermore, the response of the inflation target is stronger than before by a factor of approximately 5. These stronger impact responses can be explained by the forward-looking nature of the Phillips curve where most agents are aware of the fact that this change in the nominal exchange rate target is permanent. Due to the fact that this target is directly transmitted into the inflation target the agents expect higher inflation for the next few quarters which will not be offset by a lower-than-steady-state inflation target thereafter. Such a pattern of the inflation target causes a permanent level shift in the price level. This behavior differs to the behavior caused by a non-policy exchange rate shock, where every positive response of the inflation target has to be counteracted by an equivalent negative response of the inflation target in order to return the price level to its trend.

Third, nominal interest rates increase in the short and medium run, while for the non-policy shock above decreases were observed. This increase is a consequence of the expected depreciation, which positively affects both the T-bill rate and the interest rate spread. The former channel works through the UIP relation, and the later through the balance sheet effect due to more NPLs. Notice that the later channel works in the same direction as the non-policy shock, while the former works in the opposite direction. This difference in the first channel can, once more, be explained by the rational behavior of the agents in this economy. More precisely, the agents understand the credible monetary policy making process to a large extent and they are, thus, aware of the persistence of the change in the exchange rate after such a policy shock. They consequently expect depreciations during the first few quarters after the shock. Precisely these depreciations are visible in the interest rate increase mentioned earlier. Although nominal interest rates increase, the real lending rate gap decreases, due to the strong jump in the inflation rate during the first quarters after the shock. Note that this initial drop in the real lending rate is much stronger than earlier, albeit with a similar shape.

Fourth, the real exchange rate remains, like the nominal one, depreciated during an extended period, even though the initial jump is less pronounced than for the non-policy exchange rate shock.

All mentioned differences are carried over to differences in responses of real activity variables. The positive responses of output gap and domestic demand gap (real interest rate decrease) are stronger and long-lasting. These responses peak at about 0.22 p.p. three quarters after the shock and turning slightly negative more than three years after the shock. Imports increase in the short run due to the domination of the demand effect over the price (real exchange rate) effect. On the other hand, exports react in a similar manner as to the previous shock.

5.1.2 Risk premium shock

A shock to the risk premium, although not a completely structural one, is of particular interest for the Croatian economy. It gained particular attention during the European sovereign debt crisis and the period of increased fiscal stress in Croatia. It can be interpreted as an exogenous shift in the risk premium caused for example by spillovers from other countries, as observed during the European sovereign debt crises. As shown in Kunovac (2013) and Kunovac and Ravnik (2017), foreign factors explained more than 50% of Croatian sovereign spreads during the European sovereign debt crisis. These factors are, by construction, unaffected by any domestic economic variables and are, thus, completely exogenous in our model. We can, therefore consider these strong spillover factors during the mentioned period as a series of risk premium shocks. In this subsection we analyze the consequences of such a risk premium shock in the context of our QPM. According to everything shown below, we can conclude that the mentioned public debt crises indeed significantly affected the domestic economy.
The impulse response functions to a 1 p.p. risk premium shock, $\varepsilon_{\text{prev}}$, are shown in figure 6. This 1 p.p. shock will, under the baseline calibration, through the UIP, lead to an impact increase of the T-bill rate by about 0.5 p.p. This positive effect will die out after approximately 10 quarters. As a consequence of the T-bill rate jump, the real lending rate will also rise by around 0.4 p.p. and peak at the third quarter after which it smoothly returns.

The mentioned increase in the lending rates causes a drop in domestic demand during the first 4 years. This slowdown in domestic economic activity transmits through the Phillips curve into lower domestic inflation. As a reaction to such a low inflation rate, the domestic currency depreciates slightly. The real exchange rate depreciates due to this nominal depreciation in combination with low inflation. This raise in competitiveness causes a positive net-export reaction, which leads to a dampening of the negative impact of domestic demand on the output gap.

Lower output in combination with higher borrowing costs will eventually lead to higher deficits during the next five years. Consequently, public debt increases for the entire simulation horizon and beyond, with only sluggish convergence towards its target.

5.1.3 Structural deficit shock – fiscal shock

The fiscal policy maker can affect domestic economic activity through the fiscal impulse which is a weighted average of a structural deficit shock and public debt target shock (equation 29). In this part of the paper, we will present impulse response functions to the second shock – the structural deficit shock $B_{\text{art}}$. We are analyzing a positive shock which represents an expansionary fiscal policy shock.

The lower panel of figure 7 shows the response of fiscal variables to this fiscal shock. Due to the sluggish adjustment of fiscal variables to excessive deficits, this fiscal shock increases the overall and the structural deficit during the entire simulation horizon. This increase is also visible in the public debt response, which peaks at 2.3 p.p. during the seventh year. Both responses can be considered as a worsening of the fiscal fundamentals. Such a worsening causes an increase in the risk premium, which in turn raises both interest rates.

The mentioned raise in interest rates partly offsets the positive impact of an expansionary fiscal policy on domestic demand. The net effect is a 0.4 p.p. impact increase in the domestic demand gap, which remains positive for the first 10 quarters. After that, the negative effect of higher interest rates dominates over the positive effect of higher deficits, and consequently the domestic demand gap response becomes negative. Without any significant change in prices or in nominal exchange rates, this pattern is almost completely transmitted into the imports gap response. Consequently, output gap rises on impact less than the domestic demand gap, and equivalently drops more weakly afterward.

5.1.4 Foreign shocks

It is important to emphasize that in this model only the domestic economy and channels between the foreign (EA) economy and the domestic one are modeled. However, the foreign economy itself is not explicitly modeled, which means that there is no interaction between variables in the foreign block. All these variables follow simple autoregressive processes. Consequently, a shock to the European interest rate will not dampen European economic activity or inflation, neither will a shock to foreign prices affect any of the other European variables. Hence foreign shocks are by no means true structural shocks, which has to be kept in mind when interpreting the impulse response functions.

Foreign interest rate shock

As explained above, the ECB monetary policy is not explicitly modeled in this model, and consequently we do not consider a shock to the foreign interest rate a monetary policy shock. It is, rather, a non-fundamental shock that raises foreign interest rates and transmits to the domestic economy through the UIP condition, without changing other European variables. The impulse response functions of this shock are shown in figure 8 in the appendix. One can see that the Treasury bill rate rises by approximately 0.6 p.p., which is quantitatively similar to the risk premium shock. Moreover, almost all other responses are equivalent to the responses to the risk premium shock. We can therefore conclude that an exogenous increase of the risk premium affects
the Croatian economy by the same degree as an equal increase in the Euribor rate.

**Foreign inflation shock**

The empirical literature confirmed that Croatian consumer prices are to a large extent determined through foreign ones (Kriznar, 2011 and Krznar, Kunovac, 2010). It is therefore interesting to demonstrate the effect of changes in foreign prices on domestic prices in the context of the present QPM.

Figure 9 in the appendix show the responses to a 1 p.p. shock to EA inflation. This shock directly affects the marginal cost of importers and thus increases import good prices which, through the open economy Phillips curve, increase domestic inflation by approximately 0.5 p.p. in the first quarter. The inflation rate response remains positive for the next 4 years after this initial jump. The central bank reacts to this positive deviation of inflation from its implicit target by appreciating the nominal exchange rate by approximately 0.2 p.p. and keeping it below target during the entire 4-year period. Precisely this appreciation, induced by the central bank, causes the inflation rate to return to its targeted level.

The initial appreciation causes a decline in NPLs and therefore lower spreads, leading to a decline in the bank lending interest rate. Through the IS curve, this increases the domestic demand gap.

The real exchange rate gap, although slightly positive, remains close to zero during the first year, after which it becomes negative and returns slowly back to its steady state. These dynamics lead to a worsening of the net-export position.

Notice that although the output gap increases, the reaction of domestic demand and net exports is in contradiction to the findings of standard New Keynesian models with interest rate Taylor rules. An increase in prices in the foreign economy in NK models usually leads to an increase in the relative competitiveness of the domestic economy and hence a boost of net exports. On the other hand, higher domestic inflation causes an interest rate increase through the Taylor rule and hence dampening of domestic demand. The reason for these different responses is twofold. First, a strong pass-through from foreign to domestic prices is modeled in this QPM, which leads to a higher increase in domestic prices and real appreciation in the medium run. Second, the unconventional monetary policy rule in this QPM leads to a relatively strong nominal appreciation which further appreciates the real exchange rate and moreover decreases interest rates.

**Foreign output gap shock**

The impulse response functions to a 1 p.p. shock to foreign output gap is shown in figure 10. The direct effect of this shock is depicted by the increase in exports by approximately 1 p.p. on impact, promptly decreasing thereafter. The mentioned export jump causes an increase in the output gap by only 0.25 p.p. Since imports depend on the output gap, they will increase, although less than exports. Due to the higher output, inflation increases but only slightly. Most of other variables do not react significantly to this shock. It is also important to note that temporary shocks to foreign variables can have only temporary and weak effects on domestic ones because all other foreign variables remain unaffected. This is a clear constraint of the impulse response analysis from this QPM. However, as will be shown in the next subsection, long-lasting changes in foreign variables are important driving forces of the domestic economy.

### 5.2 Forecasting performance and goodness-of-fit

As already emphasized, the main purpose of this model to produce medium-term forecasts of the main macroeconomic variables with a consistent and clear story. It is, thus, important to demonstrate the forecasting performance of the model. However, the exercise presented below cannot be considered a standard out-of-sample forecasting exercise, neither can this QPM generally be used for any assessment of the out-of-sample forecasting performances, for at least two reasons. First, according to everything said in section 4, this QPM is not suitable for pure unconditional forecasts and it would, thus, make no sense to test the precision of plain model forecasts. We would, consequently, require an entire historical real-time dataset for all external assumptions in order to recursively run conditional forecasts, and such a dataset is unfortunately not available. The
second, and more important, constraint is that the parameters are calibrated using all available information up to the last observation in the sample. This approach to parameterization is the main limitation for using recursive out-of-sample forecast evaluations on a moving sample, since all future information is taken into account for all previous forecasting iterations. We are, therefore, demonstrating a forecasting exercise which is not standard out-of-sample forecasting. It will rather be a test of an in-sample goodness-of-fit and a test of robustness of trend estimates, because trends are the only unobserved elements that are estimated each time the filter is run on such a moving sample.

In this paragraph, an explanation of the performed in-sample forecasting exercise is given. For that purpose a sample from 2000Q1 up to 2016Q2 for all observed series listed in section 4 is used, the forecasting horizon covering 8 quarters. We start the recursive forecasting in 2003Q4. Therefore, for the first iteration in this exercise a dataset from 2000Q1 to 2003Q4 is used in order to estimate the trend series, while forecasts for all variables for the period 2004Q1-2005Q4 are produced. These 8 quarters are compared with the observed data in order to compute forecast errors for each horizon and each variable. Subsequently, the sample was expanded by one additional quarter, which means that the second iteration covers observed data for the period until 2004Q1. Using this sample, another 8-quarter-forecast is obtained and is then compared with the realized values for the period 2004Q2-2006Q1, and the respective errors for each horizon and each series are computed. In the same way, the process of successive expansion of the sample continued until the second quarter of 2014, so that the last forecast refers to the period of 2014Q3-2016Q2. It is important to note that no observed data for foreign variables is used when running these forecasts, so that all foreign variables were forecasted using simple AR processes.

All 43 forecasts are plotted in figures 11 to 19 in the appendix. The resulting forecast errors are used for the calculations of Root Mean Squared Errors (RMSE). Separate RMSEs for each horizon and variable are obtained. These RMSEs are expressed relative to naive random-walk forecasts, such that in Table 1 numbers below 1 can be interpreted as model forecasts that are more precise than random walk forecasts.

The results in table 1 suggest that RMSEs are below 1 for most variables, with only a few exceptions in the very short run. The more the forecast horizon is extended the more precise forecasts are produced by the QPM, relative to the random walk forecast. Such a result is not surprising, due to the generally poor short-term forecasting performance of structural models. Precisely due to this reason, in practical applications of this model we would use nowcasting models and expert judgment forecasts for the very short run, as explained in section 4. It is worth noting that the RMSE for the nominal exchange rate forecast is more precise than the random walk forecast for all 8 quarters, which justifies our definition of the exchange rate reaction function. Beating the random walk forecast for the exchange rate is significant progress due to its very low variability and near random walk behavior, but also due to the well-known difficulty of predicting exchange rates using structural models, as explained, for example, in Engel and West (2005).

The forecasts plotted in the appendix also suggest that our QPM is able to capture the dynamics of most variables, with only a few exceptions. Most of these exceptions can be anecdotally justified. For example, the model is not able to completely capture high inflation rates during the pre-crisis period. However, this is mainly a consequence of the forecasting exercise design, where no exogenous forecasts of foreign variables are used. Including oil prices in the forecasting design would, therefore, certainly increase the precision of the inflation forecast. Similarly, the recent deflation is not completely captured by the model due to low oil prices as well as low EA prices. As already clarified in section 4, in practical applications we are indeed using crude oil prices and EA inflation forecasts, among others, in order to improve the forecasting performance of this plain model-based QPM forecast.

Another example of significant forecast errors for economic activity variables is observed during the onset of the global financial crisis. It is mostly related to the overestimation of exports which consequently affected domestic output and therefore all other forecasts in the model. This could again be explained by missing exogenous data in this forecasting exercise.

\[ \text{This first sample of only 4 years might seem unusually short for reliable trend estimations. However, we consider it important to include some of the pre-crisis period in order to see whether the model is able to capture the upward cycle as well as the downturn in 2008.} \]
The fit of the risk premium is also worth analyzing. It is an unobserved variable that reflects the external financing premium of the Croatian economy and should therefore be correlated with some observed measure of Croatia’s interest rate spreads. Credit default swaps (CDS) for Croatian government bonds could be considered a suitable benchmark. By comparing these two series (figure 20) significant co-movement is observed. The coefficient of correlation between the growth rate of CDS and the growth rate of the estimated risk premium is around 0.35. Moreover, both series peak during the same quarters. One local maximum is observed during 2009Q1-2009Q2, and the other during the sovereign debt crisis. The forecasts in figure 18 suggest that the model is not able completely to capture the sharp increase in the risk premium during the mentioned sovereign debt crisis. This is not surprising, due to the dominant spillover and contagion effect coming from other European countries to Croatia during the mentioned period, as described in Kunovac (2013). However, the dynamics of the CDS during other interesting episodes is well captured by our estimate of the unobserved risk premium.

6 Concluding remarks

In this paper a medium-scale Quarterly Projection Model for the Croatian economy is presented. The model contains most of the necessary features needed to describe the dynamics of a small, open and euroized economy, the main emphasis being placed on modeling Croatia’s unconventional monetary policy. The policy rule used in this paper is best described as an exchange rate reaction function where a slow-moving nominal exchange rate target is set in each period. The monetary policymaker manages the exchange rate in such a way that it stays close to its target. It is important to note that the targeted level is allowed to drift, therefore reflecting the real-world policy of the Croatian National Bank, due to the fact that the Bank never committed to any predefined level of the exchange rate. It was rather a policy of smoothing the exchange rate around different levels in order to maintain price stability as well as financial stability, constrained by the degree of credit and deposit euroization and the level of foreign debt. The mentioned unconventional policy rule is the main contribution to the existing literature of applied macroeconomic models for small open and euroized economies.

Besides this unconventional monetary policy rule, the other core equations of this QPM closely follow the basic structure of standard open economy New-Keynesian models. In addition to these standard core equations, we have modified and added some equations in order to capture stylized facts and empirical evidences about the Croatian economy. Moreover, due to the increasing interest in fiscal policy actions and the recent fiscal stress, the model also includes a simple fiscal sector with two-sided relations to the real economy.

The main application of the presented model is in the production of medium-term forecasts of main macroeconomic variables with a consistent and clear story. In the present paper two different forecasting approaches are presented. The first one is a model-based forecast with the use of only limited exogenous information (Baseline forecast), while the second one conditions on a given path of domestic and foreign variables (Conditional forecast). We suggest the use of both forecasting approaches in practical applications within an iterative procedure by including various expert and satellite model forecasts.

The forecasting performance of the present model is assessed using an in-sample forecasting exercise. The main finding is that the QPM produces more precise forecasts for almost all variables than naïve random walk forecasts. Moreover, the relative forecast precision increases for longer horizons.

Further work on the development of this model has already started. The main focus is on the estimation of all, or a subset, of the parameters and development of a fully-fledged foreign sector. Additional future research will be concerned with fiscal issues by explicitly modeling the currency-structure of the public debt. The financial sector might as well be extended with some suitable new relationships.
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## Appendix: List of variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td>Output (GDP) gap</td>
</tr>
<tr>
<td>$Y_t$</td>
<td>Output (GDP)</td>
</tr>
<tr>
<td>$\bar{Y}_t$</td>
<td>Output (GDP) trend</td>
</tr>
<tr>
<td>$ad_t$</td>
<td>Aggregate demand gap</td>
</tr>
<tr>
<td>$AD_t$</td>
<td>Aggregate demand</td>
</tr>
<tr>
<td>$\bar{AD}_t$</td>
<td>Aggregate demand trend</td>
</tr>
<tr>
<td>$dd_t$</td>
<td>Domestic demand gap</td>
</tr>
<tr>
<td>$DD_t$</td>
<td>Domestic demand</td>
</tr>
<tr>
<td>$\bar{DD}_t$</td>
<td>Domestic demand trend</td>
</tr>
<tr>
<td>$m_t$</td>
<td>Imports gap</td>
</tr>
<tr>
<td>$M_t$</td>
<td>Imports</td>
</tr>
<tr>
<td>$\bar{M}_t$</td>
<td>Imports trend</td>
</tr>
<tr>
<td>$x_t$</td>
<td>Exports gap</td>
</tr>
<tr>
<td>$X_t$</td>
<td>Exports</td>
</tr>
<tr>
<td>$\bar{X}_t$</td>
<td>Exports trend</td>
</tr>
<tr>
<td>$\Delta Y_t$</td>
<td>Output (GDP) quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 Y_t$</td>
<td>Year-on-year output (GDP) growth rate</td>
</tr>
<tr>
<td>$\Delta^4 AD_t$</td>
<td>Aggregate demand quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 DD_t$</td>
<td>Year-on-year aggregate demand growth rate</td>
</tr>
<tr>
<td>$\Delta Y_t$</td>
<td>Output (GDP) trend quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 AD_t$</td>
<td>Aggregate demand trend growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 DD_t$</td>
<td>Aggregate demand trend quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 X_t$</td>
<td>Exports trend quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 M_t$</td>
<td>Imports trend quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$E(\dd_{t+1})$</td>
<td>Expected domestic demand gap</td>
</tr>
<tr>
<td>$\bar{y}^{an}_t$</td>
<td>Annual average output gap</td>
</tr>
<tr>
<td>$\bar{dd}^{an}_t$</td>
<td>Annual average domestic demand gap</td>
</tr>
<tr>
<td>$y_{EA}^{an}_t$</td>
<td>Euro area output gap</td>
</tr>
<tr>
<td>$\bar{z}_t$</td>
<td>Real exchange rate gap</td>
</tr>
<tr>
<td>$\bar{Z}_t$</td>
<td>Real exchange rate</td>
</tr>
<tr>
<td>$\bar{Z}^\Delta_t$</td>
<td>Real exchange rate trend</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Consumer price index (domestic prices)</td>
</tr>
<tr>
<td>$P_{EA}^{an}_t$</td>
<td>Euro area consumer price index</td>
</tr>
<tr>
<td>$\Delta Z_t$</td>
<td>Real exchange rate growth (annualized)</td>
</tr>
<tr>
<td>$\Delta Z_t^\Delta$</td>
<td>Real exchange rate trend growth (annualized)</td>
</tr>
<tr>
<td>$\bar{\pi}_t$</td>
<td>Quarterly inflation rate (annualized)</td>
</tr>
<tr>
<td>$E(\bar{\pi}_t)$</td>
<td>Expected quarterly inflation rate (annualized)</td>
</tr>
<tr>
<td>$\pi_t$</td>
<td>Year-on-year inflation rate</td>
</tr>
<tr>
<td>$E(\pi_{t+1})$</td>
<td>Expected year-on-year inflation rate</td>
</tr>
<tr>
<td>$\pi_{EA}^{an}_t$</td>
<td>Euro area quarterly inflation rate (annualized)</td>
</tr>
<tr>
<td>$\pi_{EA}^{an}_t$</td>
<td>Year-on-year euro area inflation rate</td>
</tr>
<tr>
<td>$OIL_t$</td>
<td>Crude oil prices (expressed in euros)</td>
</tr>
<tr>
<td>$\Delta OIL_t$</td>
<td>Crude oil prices quarterly growth (annualized)</td>
</tr>
<tr>
<td>$\bar{Q}_{OIL_t}$</td>
<td>Real oil prices</td>
</tr>
<tr>
<td>$\bar{Q}_{OIL_t}$</td>
<td>Real oil prices trend</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$qoil_t$</td>
<td>Real oil prices gap</td>
</tr>
<tr>
<td>$\Delta oilm_t$</td>
<td>Imported oil prices quarterly growth (annualized)</td>
</tr>
<tr>
<td>$rmc_t$</td>
<td>Real marginal cost</td>
</tr>
<tr>
<td>$rmcm_t$</td>
<td>Importer’s real marginal cost</td>
</tr>
<tr>
<td>$rmcy_t$</td>
<td>Domestic producer’s real marginal cost</td>
</tr>
<tr>
<td>$P_{t,擦}$</td>
<td>GDP deflator</td>
</tr>
<tr>
<td>$\Delta P_{t,擦}$</td>
<td>Deflator quarterly growth (annualized)</td>
</tr>
<tr>
<td>$Pwe_t$</td>
<td>Inflation wedge</td>
</tr>
<tr>
<td>$NY_t$</td>
<td>Nominal GDP</td>
</tr>
<tr>
<td>$\Delta NY_t$</td>
<td>Nominal GDP quarterly growth rate (annualized)</td>
</tr>
<tr>
<td>$\Delta^4 NY_t$</td>
<td>Year-on-year nominal GDP growth rate</td>
</tr>
<tr>
<td>$\Delta^4 NY_{t,擦}$</td>
<td>Annual average nominal GDP growth rate</td>
</tr>
<tr>
<td>$S_t$</td>
<td>Nominal kuna to euro exchange rate</td>
</tr>
<tr>
<td>$E(S_{t-1})$</td>
<td>Expected nominal kuna to euro exchange rate</td>
</tr>
<tr>
<td>$\Delta S_t$</td>
<td>Nominal kuna to euro exchange rate quarterly growth (annualized)</td>
</tr>
<tr>
<td>$S_{t,擦}$</td>
<td>Nominal kuna to euro exchange rate target</td>
</tr>
<tr>
<td>$NL_t$</td>
<td>Nominal T-bill rate</td>
</tr>
<tr>
<td>$RL_t$</td>
<td>Real T-bill rate</td>
</tr>
<tr>
<td>$NL_{t,擦}$</td>
<td>Nominal T-bill rate trend</td>
</tr>
<tr>
<td>$RL_{t,擦}$</td>
<td>Real T-bill rate trend</td>
</tr>
<tr>
<td>$PREM_t$</td>
<td>Risk premium</td>
</tr>
<tr>
<td>$NB_t$</td>
<td>Nominal bank lending interest rate (on credits up to one year)</td>
</tr>
<tr>
<td>$RB_t$</td>
<td>Real bank lending interest rate</td>
</tr>
<tr>
<td>$RB_{t,擦}$</td>
<td>Real bank lending interest rate trend</td>
</tr>
<tr>
<td>$rb_t$</td>
<td>Real bank lending interest rate gap</td>
</tr>
<tr>
<td>$SPREAD_t$</td>
<td>Spread (between T-bill and bank lending rate)</td>
</tr>
<tr>
<td>$SPREAD_{t,擦}$</td>
<td>Spread trend</td>
</tr>
<tr>
<td>$spread_t$</td>
<td>Spread gap</td>
</tr>
<tr>
<td>$\pi_t^{隐私}$</td>
<td>Implicit target for quarterly annualized inflation rate</td>
</tr>
<tr>
<td>$\pi_t^{隐私,擦}$</td>
<td>Implicit target for year-on-year inflation rate</td>
</tr>
<tr>
<td>$\pi_t^{隐私,脱}$</td>
<td>Deviation of inflation rate from target</td>
</tr>
<tr>
<td>$l_t^{隐私}$</td>
<td>Nominal euro area interest rate (Euribor)</td>
</tr>
<tr>
<td>$R_t^{隐私}$</td>
<td>Real euro area interest rate</td>
</tr>
<tr>
<td>$R_{t,擦}$</td>
<td>Real euro area interest rate trend</td>
</tr>
<tr>
<td>$r_t^{隐私,脱}$</td>
<td>Real euro area interest rate gap</td>
</tr>
<tr>
<td>$NPL_t$</td>
<td>Non-performing loans</td>
</tr>
<tr>
<td>$DEF_t$</td>
<td>Overall government deficit</td>
</tr>
<tr>
<td>$DEF_{t,擦}$</td>
<td>Cyclic overall government deficit</td>
</tr>
<tr>
<td>$DEF_{t,隐私}$</td>
<td>Structural overall government deficit</td>
</tr>
<tr>
<td>$B_t$</td>
<td>Government debt</td>
</tr>
<tr>
<td>$B_{t,隐私}$</td>
<td>Government debt target</td>
</tr>
<tr>
<td>$\bar{B}_t$</td>
<td>Deviation of government debt from target</td>
</tr>
<tr>
<td>$FI_t$</td>
<td>Fiscal impulse</td>
</tr>
<tr>
<td>$DEF_{t,隐私,脱}$</td>
<td>Structural overall government deficit target</td>
</tr>
</tbody>
</table>
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\[ y_t = Y_t - \bar{Y}_t \]  
\[ \Delta Y_t = 4(Y_t - Y_{t-1}) \]  
\[ \Delta^t Y_t = Y_t - Y_{t-4} \]  
\[ \Delta \bar{Y}_t = 4(\bar{Y}_t - \bar{Y}_{t-1}) \]  
\[ \Delta \bar{Y} = \alpha_{\Delta \tau} \Delta Y_{\Delta \tau} + (1 - \alpha_{\Delta \tau}) \Delta \bar{Y}_{t-1} + \Delta \varepsilon_{\Delta \tau} \]  
\[ \text{ad}_t = AD_t - AD_{t-1} \]  
\[ \Delta AD_t = 4(AD_t - AD_{t-1}) \]  
\[ \Delta^t AD = AD_t - AD_{t-4} \]  
\[ \Delta \bar{AD}_t = 4(\bar{AD}_t - \bar{AD}_{t-1}) \]  
\[ \text{ad}_t = \alpha_{\text{ad}} x_t + (1 - \alpha_{\text{ad}}) dd_t + \varepsilon_{\text{ad}} \]  
\[ \Delta AD_t = \alpha_{\text{ad}} \Delta X_t + (1 - \alpha_{\text{ad}}) DD_t + \Delta \varepsilon_{\text{ad}} \]  
\[ \Delta \varepsilon_{\text{ad}} = 4(\varepsilon_{\text{ad}} - \varepsilon_{\text{ad},-1}) \]  
\[ \text{ad}_t = \alpha_{\text{ad}} m_t + \alpha_{\text{ad}} y_t + \varepsilon_{\text{ad}} \]  
\[ \Delta AD_t = \alpha_{\text{ad}} \Delta M_t + \alpha_{\text{ad}} Y_t + \Delta \varepsilon_{\text{ad}} \]  
\[ \Delta \varepsilon_{\text{ad}} = 4(\varepsilon_{\text{ad}} - \varepsilon_{\text{ad},-1}) \]  
\[ dd_t = DD_t - \bar{DD}_t \]  
\[ \Delta DD_t = 4(DD_t - DD_{t-1}) \]  
\[ \Delta^t DD = DD_t - DD_{t-4} \]  
\[ \Delta \bar{DD}_t = 4(\bar{DD}_t - \bar{DD}_{t-1}) \]  
\[ dd_t = \alpha_{\text{dd}} E(dd_{t-1}) + (1 - \alpha_{\text{dd}}) dd_{t-1} - \alpha_{\text{dd}} rb_t + \alpha_{dd} FL_t + \varepsilon_{\text{dd}} \]  
\[ E(dd_{t-1}) = \alpha_{\text{ad}} dd_{t-1} + (1 - \alpha_{\text{ad}}) dd_{t-1} \]  
\[ x_t = X_t - \bar{X}_t \]  
\[ \Delta X_t = 4(X_t - X_{t-1}) \]  
\[ \Delta^t X_t = X_t - X_{t-4} \]
\begin{align*}
\Delta \bar{X} &= 4(\bar{X} - \bar{X}_{-1}) \\
\Delta \bar{X} &= a_{\Delta r} \Delta X_{\omega} + (1 - a_{\Delta r}) \Delta \bar{X}_{-1} + \Delta \varepsilon_{\Delta r} \\
x_i = y_i^{\omega} + a_{\omega} z_i + \varepsilon_{\omega} \\
m_i = M_i - \bar{M}_i \\
\Delta M_i = 4(M_i - M_{i-1}) \\
\Delta' M_i &= M_i - M_{i-4} \\
\Delta \bar{M}_i &= 4(\bar{M}_i - \bar{M}_{i-1}) \\
\Delta \bar{M}_i &= a_{\Delta r} \Delta M_{\omega} + (1 - a_{\Delta r}) \Delta \bar{M}_{\omega} - 1 + \Delta \varepsilon_{\Delta r} \\
m_i = y_i - \alpha_{\omega} (r_m c_m - r_m c_i) + \varepsilon_{\omega} \\
y_i^{\omega} = \frac{1}{4}(y_i + y_{i-1} + y_{i-2} + y_{i-3}) \\
dd_i^{\omega} = \frac{1}{4}(dd_i + dd_{i-1} + dd_{i-2} + dd_{i-3}) \\
Z = S_i + \theta^{\omega} - P_i \\
z_i = Z - Z_i \\
\Delta Z_i = 4(Z_i - Z_{i-1}) \\
\Delta Z = 4(Z - Z_{-1}) \\
\Delta Z = \theta_{\omega} \Delta Z_{\omega} + (1 - \theta_{\omega}) \Delta Z_{\omega} + \varepsilon_{\omega} \\
\pi_i = 4(P_i - P_{i-1}) \\
\pi_i^1 = \frac{1}{4}(\pi_i + \pi_{i-1} + \pi_{i-2} + \pi_{i-3}) = (P_i - P_{i-1}) \\
\pi_i = (1 - \theta_{\omega} - \theta_{\omega}) E(\pi_{i+1}) + \theta_{\omega} \pi_{i+1} + \theta_{\omega} \Delta \omega \rho_{\omega} \Delta \omega + \theta_{\omega} \rho_{\omega} \rho_{\omega} \Delta \omega + \varepsilon_{\omega} \\
E(\pi_{i+1}) = \theta_{\omega} \pi_{i+1} + (1 - \theta_{\omega}) \pi_{i+1} \\
E(\pi_{i+1}^*) = \theta_{\omega} \pi_{i+4}^* + (1 - \theta_{\omega}) \pi_{i+4}^* \\
QOIL_O = OIL_0 - P_i^{\omega} \\
QOIL_O = QOIL + qoil \\
qoil = \theta_{\omega} qoil_{\omega} + \varepsilon_{\omega} \\
\Delta OIL_o = 4(OIL_o - OIL_{o-1})
\end{align*}
\[
\Delta Q_{\text{OIL}} = \theta_{\Delta Q_{\text{OIL}}} \Delta Q_{\text{OIL}t-1} + (1 - \theta_{\Delta Q_{\text{OIL}}}) \Delta Q_{\text{OIL}t} + \varepsilon_{\Delta Q_{\text{OIL}}} \tag{83}
\]

\[
\Delta Q_{\text{oil}m} = \Delta Q_{\text{OIL}} + \Delta S_t - \Delta Q_{\text{OIL}} - \Delta Z_t \tag{84}
\]

\[
r_{mc_i} = \theta_{\text{mc}_i} r_{mcy} + (\theta_{\text{mc}} - \theta_{\text{mc}_i}) r_{mcm} + \theta_{\text{mc}_y} q_{oil} \tag{85}
\]

\[
r_{mcy} = y_t \tag{86}
\]

\[
r_{mcm} = Z_t \tag{87}
\]

\[
P^{2\text{ex}}_t = 4(P^{\text{2ex}}_{t-1} - P^{\text{2ex}}_t) \tag{88}
\]

\[
\Delta P^{2\text{ex}}_t = P_{\text{we}} + \pi_t \tag{89}
\]

\[
P_{\text{we}} = \theta_{\text{we}} P_{\text{we}t-1} + (1 - \theta_{\text{we}}) P_{\text{we}t} + \varepsilon_{\text{we}} \tag{90}
\]

\[
NY_t = P^{2\text{ex}}_{t-1} + Y_t \tag{91}
\]

\[
\Delta NY_t = 4(NY_t - NY_{t-1}) \tag{92}
\]

\[
\Delta^4 NY_t = NY_t - NY_{t-4} \tag{93}
\]

\[
\Delta^4 NY_{t-4} = \frac{1}{4}(\Delta^4 NY_t + \Delta^4 NY_{t-1} + \Delta^4 NY_{t-2} + \Delta^4 NY_{t-3}) \tag{94}
\]

\[
\pi_{t_i} = 4(P^{\text{2ex}}_{t_i} - P^{\text{2ex}}_{t_i-1}) \tag{95}
\]

\[
N_t = \phi_t N_{t-1} + (1 - \phi_t)(U_{t_i} + (E(S_{t-1}) - S) + \text{PREM}) + \varepsilon_{N_t} \tag{96}
\]

\[
E(S_{t-1}) = \phi_{\text{ex}} S_{t-1} + (1 - \phi_{\text{ex}}) S_{t-1} \tag{97}
\]

\[
R_t = R_{t-1}^2 + \Delta E(Z_{t-1}) + \text{PREM} \tag{98}
\]

\[
\text{PREM}_t = \phi_{\text{prem}} \text{PREM}_{t-1} + (1 - \phi_{\text{prem}}) \text{PREM}_{t-1} + \varepsilon_{\text{prem}} \tag{99}
\]

\[
\text{PREM}_t = \text{PREM}_t + \text{prem} \tag{100}
\]

\[
\text{prem} = \phi_{\text{prem}} \left( \frac{\text{DEF}_{1}^2 + \text{DEF}_{1-1}^2 + \text{DEF}_{1-2}^2 + \text{DEF}_{1-3}^2}{4} - \text{DEF}_{1}^2 \right) + \phi_{\text{prem}} \text{prem}_{t-1} + \varepsilon_{\text{prem}} \tag{101}
\]

\[
R_t = N_t - \pi_{t_i} \tag{102}
\]

\[
R_t = N_t - E(\pi_{t-1}) \tag{103}
\]

\[
RB_t = N_t - E(\pi_{t-1}) \tag{104}
\]

\[
r_b = RB_t - \overline{RB} \tag{105}
\]

\[
\overline{RB} = \text{SPREAD} + \overline{R} \tag{106}
\]

\[
NB_t = (1 - \phi_{\text{nb}}) NB_{t-1} + \phi_{\text{nb}} (N_t + \text{SPREAD}) + \varepsilon_{\text{nb}} \tag{107}
\]
\[ SPREAD_\text{i} = \overline{SPREAD_\text{i}} + \text{spread}; \]

\( \overline{SPREAD_\text{i}} = \phi_\text{pre} \overline{SPREAD_{i-1}} + (1 - \phi_\text{pre}) \overline{SPREAD_\text{i-1}} + \varepsilon_\text{pre} \)

\( \text{spread}_\text{i} = \phi_\text{pre} \text{spread}_{i-1} + \phi_{\text{NPL}} (\text{NPL}_\text{i} - \text{NPL}_{\text{i}-1}) + \phi_{\text{NPL}} \Delta \text{npl}_\text{i} + \varepsilon_{\text{pre}} \)

\[ S^\text{\text{pre}}_\text{i} = \phi_{\text{pre}} S^\text{\text{pre}}_{\text{i-1}} + (1 - \phi_{\text{pre}}) \left( \frac{S_{\text{i-1}} + S_{\text{i-2}} + S_{\text{i-3}} + S_{\text{i-4}}}{4} \right) \]

\[ \Delta S^\text{\text{pre}}_\text{i} = 4(S_{\text{i}} - S_{\text{i-1}}) \]

\[ \Delta S^\text{\text{pre}}_\text{i} = 4(S^\text{\text{pre}}_\text{i} - S^\text{\text{pre}}_{\text{i-1}}) \]

\[ \pi^\text{\text{pre}}_\text{i} = \Delta S^\text{\text{pre}}_\text{i} - \Delta Z + \pi^\text{\text{EA}}_{\text{SS}} \]

\[ \hat{\pi}^\text{\text{pre}}_\text{i} = E(\pi_{\text{i-1}}) - E(\hat{\pi}^\text{\text{pre}}_{\text{i-1}}) \]

\[ S_{\text{i}} - E(S_{\text{i-1}}) = -\phi_{\text{pre}} \hat{\pi}^\text{\text{pre}}_\text{i} + (1 - \phi_{\text{pre}}) [S^\text{\text{pre}}_{\text{i-1}} - E(S_{\text{i-1}})] + \varepsilon_{\text{S}} \]

\[ \Delta S^\text{\text{pre}}_\text{i} = \phi_{\text{NPL}} \Delta S^\text{\text{pre}}_{\text{i-1}} + \varepsilon^\text{\text{pre}}_\text{i} \]

\[ R^\text{\text{EA}}_\text{i} = r^\text{\text{EA}}_\text{i} - \pi^\text{\text{EA}}_{\text{SS}} \]

\( \text{NPL}_\text{i} = \text{NPL}_{\text{i-1}} - \phi_{\text{NPL}} (\Delta Y_{\text{i-1}} - \Delta Y_{\text{i}}) - \phi_{\text{NPL}} (Y_{\text{i-1}} - y_{\text{i-1}}) + \phi_{\text{NPL}} [\phi_{\text{NPL}} (S_{\text{i}} - S^\text{\text{pre}}_\text{i}) + (1 - \phi_{\text{NPL}}) (\Delta S_{\text{i-1}})] + \phi_{\text{NPL}} (\text{RB}_{\text{i-1}} - \text{RB}_{\text{i-1}}) + \phi_{\text{NPL}} (\text{NPL}_{\text{i-1}} - \text{NPL}_{\text{i-1}}) + \varepsilon_{\text{NPL}} \)

\[ \text{DEF}^\text{\text{c}}_\text{i} = \hat{\delta}_{\text{c}} y^\text{\text{c}}_\text{i} + \hat{\delta}_{\text{c2}} d^\text{\text{c2}}_\text{i} \]

\[ \text{DEF}_\text{i} = \text{DEF}^\text{\text{c}}_\text{i} + \text{DEF}_\text{i}^{\text{\text{c2}}} - \hat{\delta}_{\text{c2}} \hat{B}_\text{i} \]

\[ \hat{B}_\text{i} = \hat{\delta}_{\text{c2}} (B_\text{i} - B^\text{\text{c2}}_\text{i}) + (1 - \hat{\delta}_{\text{c2}}) \hat{B}_{\text{i-1}} \]

\[ B^\text{\text{c2}}_\text{i} = \hat{\delta}_{\text{c2}} B^\text{\text{c2}}_{\text{i-1}} + (1 - \hat{\delta}_{\text{c2}}) B^\text{\text{c2}}_\text{i} + \varepsilon_{\text{c2}} \]

\[ \text{DEF}^{\text{\text{c2}}}_\text{i} = \hat{\delta}_{\text{c1}} \text{DEF}^\text{\text{c1}}_\text{i} + (1 - \hat{\delta}_{\text{c1}}) \text{DEF}^\text{\text{c2}}_{\text{i-1}} + \varepsilon_{\text{c2\text{c1}}} \]

\[ F_l = \varepsilon_{\text{c2\text{c1}}} + \hat{\delta}_{\text{c1}} \varepsilon_{\text{c2}} \]

\[ B_\text{i} = \text{DEF}_\text{i} + \left( \frac{1}{1 + \frac{\Delta N Y^\text{\text{c1}}}{100}} B_{\text{i-1}} - \frac{B^\text{\text{c1}}_\text{i}}{1 + \frac{\Delta N Y^\text{\text{c1}}}{100}} \left( \Delta^\text{\text{c1}} N Y^\text{\text{c1}}_\text{i} - \Delta N Y^\text{\text{c1}}_\text{i} \right) \right) \]

\[ B^\text{\text{c2}}_\text{i} = \text{DEF}^{\text{\text{c2}}}_\text{i} + \left( \frac{1}{1 + \frac{\Delta N Y^\text{\text{c2}}}{100}} B^\text{\text{c2}}_{\text{i-1}} - \frac{B^\text{\text{c2}}_\text{i}}{1 + \frac{\Delta N Y^\text{\text{c2}}}{100}} \left( \Delta^\text{\text{c2}} N Y^\text{\text{c2}}_\text{i} - \Delta N Y^\text{\text{c2}}_\text{i} \right) \right) \]
## 10 Appendix: Calibration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\Delta \pi}$</td>
<td>0.13</td>
</tr>
<tr>
<td>$\alpha_{ad}$</td>
<td>0.32</td>
</tr>
<tr>
<td>$\alpha_{pm}$</td>
<td>0.32</td>
</tr>
<tr>
<td>$\alpha_{cf}$</td>
<td>0.68</td>
</tr>
<tr>
<td>$\Delta Y_{ss}$</td>
<td>2.4</td>
</tr>
<tr>
<td>$\alpha_{d\Delta}$</td>
<td>0.35</td>
</tr>
<tr>
<td>$\alpha_{ab}$</td>
<td>0.13</td>
</tr>
<tr>
<td>$\alpha_{d\theta}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\alpha_{d\theta}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\alpha_{c}$</td>
<td>0.65</td>
</tr>
<tr>
<td>$\Delta X_{ss}$</td>
<td>4.5</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$\Delta M_{ss}$</td>
<td>4.5</td>
</tr>
<tr>
<td>$\theta_{\Delta \pi}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$\Delta Z_{ss}$</td>
<td>0</td>
</tr>
<tr>
<td>$\theta_{r1}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\theta_{e1}$</td>
<td>0.015</td>
</tr>
<tr>
<td>$\theta_{cmax}$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\theta_{h}$</td>
<td>1</td>
</tr>
<tr>
<td>$\theta_{q1}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\theta_{\Delta \pi}$</td>
<td>0.9</td>
</tr>
<tr>
<td>$\Delta QOIL_{ss}$</td>
<td>$4 - \pi_{ss}^{QOIL}$</td>
</tr>
<tr>
<td>$\frac{\pi_{ss}^{QOIL}}{\pi_{ss}^{QOIL}}$</td>
<td>1.85</td>
</tr>
<tr>
<td>$\theta_{one}$</td>
<td>0.72</td>
</tr>
<tr>
<td>$\theta_{oncop}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\theta_{cmax}$</td>
<td>0.28</td>
</tr>
<tr>
<td>$\theta_{we}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$P_{we_{ss}}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\phi_{L2}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\phi_{ss}$</td>
<td>1</td>
</tr>
<tr>
<td>$R_{ss}^{\pi}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\phi_{we}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$PREM_{ss}$</td>
<td>0.75</td>
</tr>
<tr>
<td>$\phi_{we}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$\phi_{we}$</td>
<td>0.06</td>
</tr>
<tr>
<td>$\phi_{SS}$</td>
<td>0.55</td>
</tr>
<tr>
<td>$\phi_{\pi}$</td>
<td>0.9</td>
</tr>
<tr>
<td>$SPREAD_{ss}$</td>
<td>4.5</td>
</tr>
<tr>
<td>$\phi_{sp}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$\phi_{sp}$</td>
<td>0.075</td>
</tr>
<tr>
<td>$\phi_{sp}$</td>
<td>0.075</td>
</tr>
<tr>
<td>$\phi_{sp}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$\phi_{ss}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\phi_{SP}$</td>
<td>0.15</td>
</tr>
<tr>
<td>$\phi_{SS}$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\phi_{SS}$</td>
<td>0.8</td>
</tr>
<tr>
<td>Symbol</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------</td>
</tr>
<tr>
<td>$\phi_{NPLS}$</td>
<td>0.7</td>
</tr>
<tr>
<td>$\phi_{NPLRB}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\phi_{NPL}$</td>
<td>0.04</td>
</tr>
<tr>
<td>$NPL_{SS}$</td>
<td>10</td>
</tr>
<tr>
<td>$\delta_{C}$</td>
<td>-0.49</td>
</tr>
<tr>
<td>$\delta_{CAL}$</td>
<td>-0.43</td>
</tr>
<tr>
<td>$\delta_{DF}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\delta_{Rad}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\delta_{Bar}$</td>
<td>0.995</td>
</tr>
<tr>
<td>$B_{SS}^{EE}$</td>
<td>70</td>
</tr>
<tr>
<td>$\text{DEF}_{SS}$</td>
<td>2.9</td>
</tr>
<tr>
<td>$\delta_{I}$</td>
<td>0.95</td>
</tr>
<tr>
<td>$\delta_{RT}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta NY_{SS}$</td>
<td>$\Delta Y_{SS} + \pi_{SS} + P\epsilon_{SS}$</td>
</tr>
<tr>
<td>$\pi_{SS}$</td>
<td>$\pi_{SS} - \Delta Z_{SS}$</td>
</tr>
</tbody>
</table>
11 Appendix: Figures and tables

Figure 4 Exchange rate shock

Sources: Model output.
Figure 5 Shock to the exchange rate steady state

Sources: Model output.
Figure 6 Risk premium shock

Sources: Model output.
Figure 7 Structural deficit shock (fiscal policy shock)

Sources: Model output.
Figure 8 Foreign interest rate shock

Sources: Model output.
Figure 9 Foreign inflation shock

Sources: Model output.
Figure 10 Foreign output gap shock

Sources: Model output.
Figure 11 Real GDP growth (YoY)

Source: Model output.

Figure 12 CPI inflation (YoY)

Source: Model output.

Figure 13 Real export growth (YoY)

Source: Model output.
Quarterly Projection Model for Croatia

Figure 14 Real imports growth (YoY)

Source: Model output.

Figure 15 Real exchange rate

Source: Model output.

Figure 16 Nominal T-bill rate

Source: Model output.
Figure 17 Nominal clients rate

Source: Model output.

Figure 18 Risk premium

Source: Model output.

Figure 19 Nominal Croatian kuna per euro exchange rate (100 × log)

Source: Model output.
Figure 20 Credit default swap for 5-year government bond of the Republic of Croatia and model estimate of risk premium (standardized values)

Table 1 Relative Root Mean Squared Errors (RMSEs) for in-sample forecasts

<table>
<thead>
<tr>
<th></th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal HRK per EUR exchange</td>
<td>0.90</td>
<td>0.70</td>
<td>0.81</td>
<td>0.90</td>
<td>0.81</td>
<td>0.75</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>GDP growth YoY</td>
<td>0.89</td>
<td>0.74</td>
<td>0.64</td>
<td>0.59</td>
<td>0.59</td>
<td>0.61</td>
<td>0.64</td>
<td>0.67</td>
</tr>
<tr>
<td>GDP growth QoQ</td>
<td>0.82</td>
<td>0.71</td>
<td>0.63</td>
<td>0.78</td>
<td>0.72</td>
<td>0.68</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td>CPI inflation (YoY)</td>
<td>0.57</td>
<td>0.52</td>
<td>0.51</td>
<td>0.52</td>
<td>0.58</td>
<td>0.64</td>
<td>0.70</td>
<td>0.72</td>
</tr>
<tr>
<td>CPI inflation (QoQ)</td>
<td>0.71</td>
<td>0.79</td>
<td>0.70</td>
<td>0.67</td>
<td>0.73</td>
<td>0.71</td>
<td>0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>Real exports growth (YoY)</td>
<td>0.51</td>
<td>0.43</td>
<td>0.42</td>
<td>0.41</td>
<td>0.63</td>
<td>0.63</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td>Real imports growth (YoY)</td>
<td>0.82</td>
<td>0.49</td>
<td>0.41</td>
<td>0.37</td>
<td>0.50</td>
<td>0.55</td>
<td>0.60</td>
<td>0.64</td>
</tr>
<tr>
<td>GDP gap</td>
<td>1.12</td>
<td>0.97</td>
<td>0.86</td>
<td>0.80</td>
<td>0.75</td>
<td>0.70</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>1.23</td>
<td>0.94</td>
<td>0.81</td>
<td>0.76</td>
<td>0.73</td>
<td>0.73</td>
<td>0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>Real exchange rate gap</td>
<td>1.34</td>
<td>1.06</td>
<td>0.93</td>
<td>0.84</td>
<td>0.78</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>Nominal T-bill rate</td>
<td>1.01</td>
<td>0.86</td>
<td>0.71</td>
<td>0.66</td>
<td>0.63</td>
<td>0.66</td>
<td>0.66</td>
<td>0.69</td>
</tr>
<tr>
<td>Nominal clients rate</td>
<td>1.14</td>
<td>1.02</td>
<td>0.91</td>
<td>0.85</td>
<td>0.81</td>
<td>0.79</td>
<td>0.78</td>
<td>0.76</td>
</tr>
<tr>
<td>Real clients rate gap</td>
<td>1.01</td>
<td>0.92</td>
<td>0.82</td>
<td>0.75</td>
<td>0.70</td>
<td>0.66</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>Risk premium</td>
<td>0.96</td>
<td>0.79</td>
<td>0.69</td>
<td>0.68</td>
<td>0.70</td>
<td>0.74</td>
<td>0.76</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Note: The values shown are RMSEs of the model forecast relative to the respective random walk forecast.

Source: Model output.
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